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ABSTRACT. This paper deals with some problems of detection of fundamental
frequency. An essential approach is to employ methodologies in time domain.
The autocorrelation signal function of a modified signal is a basic operational
apparatus. Both theoretical analysis and experimental modelling of audio
signal are proposed in this contribution. Real signal records were used.
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MOTIVATION

The method of examination and representation of voice range profile is described
in paper [1]. During the realization of individual procedures, the authors of the
contribution encountered with some problems of detection and definition of the
fundamental ”glottal” frequency. This paper presents their solution and optionally
also summary of topics resulting from them. The method used here is more than
fifty years old [2]. Therefore it has its tradition with all the positives and negatives
joined to this concept. A considerable goal is also to clarify some of the data and
procedures that are handed down. On that account, resources used for this paper
were mainly out of the acoustic field.

FUNDAMENTAL FREQUENCY - THE METHOD OF SOLUTION

In audiologic literature, the following terms are often used: fundamental vocal
frequency, fundamental formant frequency, fundamental ”glottal” frequency. From
this literature, however, it is not self-evident how such frequency is defined in a
signal domain. It is not obvious, whether it is the first harmonic of a periodic
signal, or it is a repeating frequency. The problem is represented by the following
signal:

2 2
(1) u(t) = 0.3 sin<?”t + gol) +1 sin<7”t + <p2>.
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By this signal (see Fig. 1), it is possible to represent the essence of the given
problem exactly. Is the searched fundamental frequency the component with pe-
riod 7 (i.e. the one with the maximal amplitude), or the period of the complete
signal 7-3 = 217 Naturally, if the real signal looks like our abstraction, the problem
will not arise - it is enough to set the complete spectrum. In reality, the problem
is more complicated:

2 2
(2) u(t) = 0.3 sin<§t + <p1> +1 sin<77rt + ¢2> +e(t),

where €(t) is a random component modelled by MA-process. An extreme situation
(for low vocal frequencies) is shown in Fig. 2.
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Fig. 2
In the course of processing a vocal signal for the purposes of ”the measuring of
voice range profile”, we are limited by some assumptions. The fundamental ones
are:
(1) Rather short data segmentation (max. tens of periods).
(2) Requirement of fast processing.
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Therefore the classical correlation analysis is used for the detection of the fun-
damental vocal frequency. The signal segment is sampled, if need be is also normed
or simultaneously symmetrised into the interval [—1,1]. Then it is transformed
by the relay non-linearity with restriction around zero. For such —1,0, +1 signal,
the autocorrelation function of the random process realization in a finite interval
is calculated:

1 T
3) R = [ ulu+ )
0
and for the numeric solution, where 7 = kA and T = nA, and A is a sample

interval:

A n—k
(4) r(T,7) = p— z:ZI U; Uitk -

Firstly, the signal is transformed by the relay non-linearity with restriction
around zero according to the following figure:

+h u(t)

After such transformation, the signal has the following course:
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The transformed signal can be described by:
() ult) = 3o Aisin(w@it + ¢;) + €(t),
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where w is the circular frequency of all the composition.

(6) o(t) = sgnp (Z A;sin(w;t + @) + e(t)) )
i=0
where sgnp(z) = -1 & x < —h,
sgnp(z) =0 & —h <z < +h,
sgnp(z) = +1 & x> +h.

For all other derivations, we will suppose €(t) = 0; i.e. the situation without
any noise.
With respect to the above mentioned presumptions, we get:

(7) o(t) = Z a;sin(iwt + 1;),

i=0

where a; is the Fourier amplitude and 1); is the phase of the signal o(¢) on the
interval T'. For the signal represented in such a way, it is necessary to mention
several notes: Due to the relay non-linearity with restriction around zero, it comes
about the spectrum transformation that keeps the primary period @ of the orig-
inal signal u(t). In extreme cases this can lead to the situation that even partial
period occurs in the signal (the half one - see the figure above). We should know
that just the sampling causes a frequency transformation (Nyquist frequency, ...).
Obviously the same holds true also for the sampled signal o(t), it cannot con-
tain frequencies higher than double of the sampler frequency (which affects the
smoothing of additive noise).
The autocorrelation function of realization o(¢) is then for T},. big enough:

Mmaz

1
_ 2 2
(8) Ro(Tpoz,7) = ay + 3 E_l a; cos(iwT),

where Tj,,. is the period of sampled segment. It is obvious that such correlation
function does not depend on the individual phases of harmonical components.
Further it is evident that the correlation function gains the local maxima:

Mmax

1 T
2 2 _ b — ; e o
(9) ap + 3 ;_1 a;, forwr=~k2m;, k=0,1,...10.e. T= k; 7, = kT.

Evidently these maxima are total maxima. The correlation function gains its zero
points for:

T k1
(10) 7ﬂ7——§+271', k—O,l, Tk_T<§+Z>

The correlation function can have (and also often has) other local maxima and
zero points.
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DISCUSSION

Calculation of autocorrelation function: The enumeration of the sum

ibi+k = Z Jik

is very fast and simple. It is just addition or substraction of ones (in the case of
pre-processing by the relay non-linearity).

The accuracy: The following process can be used as a model for accuracy
examining:

r(T,7) =

=-S5 * ik, where ji € {-1,0,+1} and
P(juc = —1) =¢q; P(jie =+1)=p; P(ju=0)=1-p—q.

On the assumption that j;;, is independent, it holds:

E{z} = p—q=ry,

(1) ofz} = \/ﬁ\/(p +g)—(p—q)P= \/ﬁ (2p— 1) —
where 7y, is a value of the correlation function in the kth point. Using more detailed
analysis, it is possible to determine that the standard deviation reaches its maxi-
mum for r;, = 0. Thus the zeroes of the correlation function will be probably rather
inaccurate. On the contrary with increasing of ry, from zero, the standard deviation
decreases. The maxima will be the most accurate identifiable. The extremes are
searched on the rhomboid bounded by points: (rx,p) [(—1,0),(0,0),(1,1),(0,1)].

It is evident from the relation of standard deviation that the larger argument
7(= k) the smaller precision will be obtained. For equal values 7, and 7, the ratio
of the standard deviation is:

o{rr}  [n—1I
o{r} Vn—k

(12)

From this we can derive that moving on the time axes to the right, inaccuracy
(measured by the ratio) increases with the square. Also some qualitative inferences
about the precision of estimation of the correlation function can be expressed: the
more closely to the zero value and the more far from the beginning the less reliable
correlation value. The correlation function is, according to the theoretical relation,
a periodical function:

mmam

Ro(Tpoz,T) =al+ E a? cos(iwT)

In reality, however, it was not observed except only a few cases. It is caused by
the frequency unstability of the signal or the sample frequency. As a theoretical
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)

model, the ”small frequency modulation” of the signal can be used.

Mmaz

1
2 2 .
(13) Ry(w) = ag + > ZE 1 a; cos(iwT),

52
Ro(w +0) 2 Ro(w) + 6 - R (w) + ?R'o'(w)

Using the above formula we get for the value of the kth maximum Mjy:

1 Mmas 52 Mmas
(14) My, = a} + 3 > ai -k [Z > (iT)%f] :
i=1 i=1
The values of maxima (corresponding with the ”repeating” frequency) will de-
crease with the square (the smallest decrease will occur on the assumption that
there is no additive noise). The conclusion of the previous discussion is that the
position of the first non-zero maximum for 7 > 0 has a substantial identification

property.
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EXPERIMENTAL MODELLING

A generated mixture of two harmonical:

The signal:
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A generated mixture of two harmonical with a phase error:
The model phase error:
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Generated harmonical signal + MA noise 60 % + 40 %:
The signal:
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REAL EXAMPLES

Flute C-dur al
The signal:
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The autocorrelation function:

1,0 Correlation Function
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Flute C-dur f2 (an example of a false maximum)
The signal:

14

12

10

0,8

06

0.4 n A A PN

02

0,0

|4+
| —
o
L~
S

-02

0.4

-0,6

-08

-1,0

1,2

1.4

o 1 2 3 4 5 6 7 8

- Signal = Restriction around zero

The autocorrelation function:
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The real microsegment - one of the authors, sound ”a”, 440 Hz
The example of the ”small” frequency modulation:

‘ —— Signal —— Restriction around zero

1,0 Correlation function

o2 A

i\ \\ ~

o7 i \\ A\ ~

08 T\ W\ \\ /AN

05 1Y i\ \) \\ JAN

04 T\ \ \\ \ N\

\l I\ \ N

02 \ I\ —\ Y

o1 I I\ 1 \

o1 \ I | \\N f A\

~ / AN / AN / A\

03 71\ 1] N 1/ \_ T 17/ NPT

71T \/ \W AN/ ~T"N A4

g \¥4 o/

0,5

0.6 © = © = © = © = © = © = © o © = o o
= Signal == Restriction around zero

CONCLUSIONS

(1) The correlation analysis detects mainly the repeating frequency. The de-
tection of harmonic components is possible, but with some problems.

(2) The transformation by the relay non-linearity simplifies and speeds up the
calculation, it can, however, give on detection of false frequencies.

(3) The estimation of value of the correlation function is the most accurate
toward the direction of zero value and farther time.

(4) Decrease of the envelope of the correlation function is determined by the
frequency unstability of the signal or the sample frequency (and not only
by it).

(5) The selection of threshold ”h” of the restriction around zero is quite robust,
the threshold need not be even symmetrical, it is possible also one-sided
thresholding (it will be the aim of our next research).

FURTHER RESEARCH

(1) What frequency (the acuteness of a tone) can we hear?
A mixture of harmonical (sine wave) tones will be generated and ”send” to
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one head phone. In the latter one, there will be a ”pure” harmonical tone.
A listener will adjust the acuteness (frequency) of the pure tone in such
a way that, according to his subjective feeling, the acuteness of the tones
are the same. Parameters of the generated mixture and the subjectively
determined acuteness of the pure tone will be recorded.
(2) How do we repeat a "heard” pure tone?

A pure harmonical tone will be send to receivers. A listener will repeat
it to a microphone. This signal will be sampled and its spectrum and
correlation detection of contained frequencies will be analyzed.
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