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Abstract

We propose an approach to summarization
exploiting both lexical information and
the output of an automatic anaphoric re-
solver, and using Singular Value Decom-
position GvD) to identify the main terms.
We demonstrate that adding anaphoric
information results in significant perfor-
mance improvements over a previously
developed system, in which only lexical
terms are used as the inputdgb. How-
ever, we also show that how anaphoric in-
formation is used is crucial: whereas using
this information to add new terms does re-
sult in improved performance, simple sub-
stitution makes the performance worse.

Introduction

United Kingdom
osanch@ssex. ac. uk

Kennedy, 1999; Azzam et al., 1999; Bergler et al.,
2003; Stuckardt, 2003) identify these terms by run-
ning a coreference- or anaphoric resolver over the
text! We are not aware, however, of any attempt to
use both lexical and anaphoric information to iden-
tify the main terms. In addition, to our knowledge no
authors have convincingly demonstrated that feed-
ing anaphoric information to a summarizer signif-
icantly improves the performance of a summarizer
using a standard evaluation procedure (a reference
corpus and baseline, and widely accepted evaluation
measures).

In this paper we compare two sentence extraction-
based summarizers. Both use Latent Semantic
Analysis (sA) (Landauer, 1997) to identify the
main terms of a text for summarization; however,
the first system (Steinberger and Jezek, 2004), dis-
cussed in Section 2, only uses lexical information
to identify the main topics, whereas the second sys-
tem exploits both lexical and anaphoric information.

Many approaches to summarization can be ver}Nis second system uses an existing anaphora reso-

broadly characterized asERM-BASED:

they at-

lution system to resolve anaphoric expressians;

tempt to identify the main ‘topics, which gen- TAR (I_Doesio and Kabadjgv, 20_04}; but, c'rucially,
erally are TERMS, and then to extract from the WO different ways of using this information for
document the most important information abougUmmarization were tested. (Section 3.) Both sum-

these terms (Hovy and Lin, 1997).

These apMarizers were tested over thasT corpus (Orasan

proaches can be divided again very broadly in ‘lexét @l 2003), as discussed in Section 4, and sig-
ical’ approaches, among which we would include
LSA-based approaches, and ‘coreference-based’ ap-lThe terms 'anaphora resolution” and 'coreference resolu-

n’ have been variously defined (Stuckardt, 2003), but the lat-

pI’Oé.ICh(?S . Lexical _approaches to ter_m'ba_lsed Surﬁé)Fterm is generally used to refer to the coreference task as de-
marization use lexical relations to identify cen-finedinmuc andAce. We use the term 'anaphora resolution’ to

tral terms (Barzilay and Elhadad, 1997; Gong angpfer to the task of identifying successive mentions of the same

Liu, 2002); coreference- (or anaphora-) based ap,

discourse entity, realized via any type of noun phrase (proper
oun, definite description, or pronoun), and whether such dis-

proaches (Baldwin and Morton, 1998; Boguraev ancburse entities 'refer’ to objects in the world or not.



nificant improvements were observed over both theences. Furthermore, as demonstrated in (Berry et
baselinecAsT system and our previoussA-based al., 1995), if a word combination pattern is salient

summarizer. and recurring in document, this pattern will be cap-
tured and represented by one of the singular vec-

2 An LSA-based Summarizer Using tors. The magnitude of the corresponding singular
Lexical Information Only value indicates the importance degree of this pattern

Lsa (Landauer, 1997) is a technique for extracting?ithin the document. Any sentences containing this
the ‘hidden’ dimensions of the semantic representé{\-'(_)rd_Comb'n""t'on pattern will be projected along
tion of terms, sentences, or documents, on the baéms smg_ular vector, a_md the sentence th‘”’_‘t best repre-
of their contextual use. It is a very powerful tech-se?ms t_h's pattern will have the' largest index Va'P'e
nique already used forLp applications such as in- with this vector. As each particular word combi-

formation retrieval (Berry et al., 1995) and text segnatIon pattern describes a certain topic in the doc-

mentation (Choi et al., 2001) and, more recentl)kjme_m' eacr:_smgulgr vefzc;orc;:an be weweS 6;15 repre-
multi- and single-document summarization. senting a salient topic of the document, and the mag-

The approach to usingsA in text summariza- nitude of its corresponding singular value represents
tion we followed in this paper was proposed inthe degree oflmpor'tance of the salient topic.
(Gong and Liu, 2002). Gong and Liu propose to The summarization method proposed by Gong

start by creating a term by sentences mattix— and Liu (2002) should now be easy to understand.
[Ay, As A,], where each column vecte; rep- The matrixVV” describes the importance degree of

resents the weighted term-frequency vector of ser?_—ach implicit tOp'C_ mlea(;]h senter;]ce: the §ufmma—
tencei in the document under consideration. If therdZation proce?s S|m[;y chooses :\ € mosc,jt Ir}]blt(:qzma_
are a total ofm terms andh sentences in the docu-t'Ve sentence for egc term. In f)t er woras, ;
ment. then we will have am. x n matrix A for the S€ntence chosen is the one with the largest index

. . . - - T
document. The next step is to apply Singular Valu¥ue in thekth right singular vector in matrix’”.
Decomposition$vD) to matrix A. Given anm x n The summarization method proposed by Gong
matrix A. thesvp of A4 is defined as: and Liu has some disadvantages as well, the main of

which is that it is necessary to use the same number

1 A=Uxv? of dimensions as is the number of sentences we want
whereU = [u;;] is anm x n column-orthonormal to choose for a summary. However, the higher the
matrix whose columns are called left singular vechumber of dimensions of reduced space is, the less
tors, ¥ = diag(oy1,09,...,0,) IS ann x n di- significant topic we take into a summary. In order
agonal matrix, whose diagonal elements are nome remedy this problem, we (Steinberger and Jezek,
negative singular values sorted in descending ord&004) proposed the following modifications to Gong
andV = [v;;] is ann x n orthonormal matrix, whose and Liu’s summarization method. After computing
columns are called right singular vectors. the svD of a term by sentences matrix, we compute

From a mathematical point of view, applyingthe length of each sentence vector in malfixThis
SvD to a matrix derives a mapping between the is to favour the index values in the matrix that
dimensional space spawned by the weighted termaerrespond to the highest singular values (the most
frequency vectors and the-dimensional singular significant topics). Formally:
vector space. FrommLP perspective, what thevbD 5 - P R
does is to derive thiatent semantic structuref the (@) s =  2i=1 Vs " 00
document represented by matuik a breakdown wheres;, is the length of the vector df'th sentence
of the original document inte linearly-independent in the modified latent vector space, and its signif-
base vectors (‘topics’). Each term and sentence frofoance score for summarization too. The level of
the document is jointly indexed by these ‘topics’. dimensionality reductionr{ is essentially learned

A unique SVD feature is that it is capable of capfrom the data. Finally, we put into the summary the
turing and modelling interrelationships among termsentences with the highest values in vectorWe
so that it can semantically cluster terms and sershowed in previous work (Steinberger and Jezek,



2004) that this modification results in a significanget included in thesvb matrix). The form of defi-

improvement over Gong and Liu’s method. nite descriptionsthe Spaniarfldoesn’t always over-
_ _ lap with that of their antecedent, either, especially
3 Using Anaphora Resolution for when the antecedent was expressed with a proper
Summarization name. The form of mention which more often over-

laps to a degree with previous mentions is proper

d h basi . 't nouns, and even then at least some way of dealing
Words are the most' asic type of ‘term’ that can, iy, acronyms is necessary (cfEuropean Union
be used to characterize the content of a documer)tE U). The motivation for anaphora resolution is

quever, be_lng abl_e to identify the most Importanty, o+ it should tell us which entities are repeatedly
objectsmentioned in the document clearly WOUIdmentioned

lead to an improved analysis of what is important in . . .
P y P In this work, we tested a mixed approach to in-

a text, as shown by the following news article citeo{ : : A
by Boguraev and Kennedy (1999): egrate anaphoric and word information: using the
' output of the anaphoric resolveiuITAR to modify

(3) PRIEST IS CHARGED WITH POPE ATTACK the svD matrix used to determine the sentences to
A Spanish priestvas charged here today with attempt-€Xtract. In the rest of this section we first briefly in-
ing to murder the PopeJuan Fernandez Krohraged {rOdUCEGUITAR, then discuss the two methods we
32, was arrested after a man armed with a bayonet afjeSted to use its output to help summarization.

proached the Pope while he was saying prayers at Fa-
tima on Wednesday night. According to the poliger- 3.2 GUITAR: A General-Purpose Anaphoric

nandeztold the investigators today thae trained for Resolver

the past _six months fqr the assault. ...If found guilty,-l-he system we used in these experimesisiTAR

the Spaniardaces a prison sentence of 15-20 years. (Poesio and Kabadjov, 2004), is an anaphora resolu-
As Boguraev and Kennedy point out, the title of thegion system designed to be high precision, modular,
article is an excellent summary of the content: an erand usable as an off-the-shelf component of a NL
tity (the priest) did something to another entity (theprocessing pipeline. The current version of the sys-
pope). Intuitively, understanding that Fernandez anm includes an implementation of the MARS pro-
the pope are the central characters is crucial to praoun resolution algorithm (Mitkov, 1998) and a par-
vide a good summary of texts like theseAmong tial implementation of the algorithm for resolving
the clues that help us to identify such ‘main charaadefinite descriptions proposed by Vieira and Poe-
ters’, the fact that an entity is repeatedly mentionedio (2000). The current version GiuITAR does not
is clearly important. include methods for resolving proper nouns.

Purely lexical methods, including thesA-based

methods discussed in the previous section, can onBy2.1  Pronoun Resolution

gapture part of the informatipn about which enti- ;i (1998) developed a robust approach to
ties are frequently repeated in the text. As exams onqn resolution which only requires input text
ple (3)_shows, stylistic gonvent_lons forbid verbatlr'r_1to be part-of-speech tagged and noun phrases to be
repetition, hence the six mentions of Fernandez ijyanified. Mitkov's algorithm operates on the ba-
,the text ab?ve contain only one lexical repetitiong;g ot antecedent-tracking preferences (referred to
Fernandez’. The main problem are pronouns, thgfg eafter as "antecedent indicators”). The approach
tend to share the least lexical similarity with thevvorks as follows: the system identifies the noun
form used to express the antecedent (and anyway 8jfrases which precede the anaphor within a distance
usually removed by stopword lists, therefore do nof¢ 5 qentences, checks them for gender and number
" 2t should be noted that for many newspaper articles, indeedgreement with the anaphor, and then applies genre-
many non-educational texts, only a ‘entity-centered’ structurgpeciﬁc antecedent indicators to the remaining can-
can be clearly identified, as opposed to a ‘relation-centeregj’idates (Mitkov, 1998). The noun phrase with the

structure of the type hypothesized in Rhetorical Structures The* )
ory (Knott et al., 2001; Poesio et al., 2004). highest aggregate score is proposed as antecedent.

3.1 The case for anaphora resolution



3.2.2 Definite Description Resolution Costella

The Vieira / Poesio algorithm (Vieira and Poesio, S3:"If wedon't doit now, Australiais going to be in
2000) attempts to classify each definite description ~ deficitand debtinto the next century.
as either direct anaphora, discourse-new, or bridg- ~ S# As the protesterdiad fearedCostellorevealed a
. - . . .. cut tothe government'dboriginal welfare commission
ing description. The first class includes definite de- amongthe hundreds of measures implemented to claw
scriptions whose head is identical to that of their an- back the deficit

tecedent, as i house... the house Discourse-  ap ideal resolver would find 8 anaphoric chains:
new descriptions are definite descriptions that refer

to objects not already mentioned in the text and ndéthain 1 Australia- we- Australia

related_ tf) any SU‘?h _ObJeCt' Bridging des_crlptlons al€hain 2 its new conservative government (Australia’s new

all definite descriptions whose resolution depends conservative governmentjhe government

on knowledge of relations between objects, such 38%

definite descriptions that refer to an object relate

to an entity already introduced in the discourse b)c/:h | oy Ab g §
- : : ain 4 violent protests by Aborigines, unions, students an

a_l _relatlon other than_ identity, gs the flat. .. the welfare groups anti-budget street protests

living room The Vieira / Poesio algorithm also at-

tempts to identify the antecedents of anaphoric déhain 5 Aborigines, unions, students and welfare grouse

L L protesters

scriptions and the anchors of bridging ones. The

current version o6UITAR incorporates an algorithm Chain 6 spending cuts it - the hundreds of measures imple-

for resolving direct anaphora derived quite directly =~ mented to claw back the deficit

from Vieira / Poesio, as well as a statistical versioithain 7 Treasurer Peter CostelloCostello

of the methods for detecting discourse new descrip- . -

tions (Poesio et al., 2005). Chain 8 deficit- the deficit

ain 3 its tough deficit-slashing budget (Australia’s tough
deficit-slashing budget)it

By replacing each element of the 8 chains above
in the text in (4) with the first element of the chain,

SvD can be used to identify the ‘implicit topics’ or we get the text in (5).

main terms of a document not only when on the bask%) S1. Australia’s new conservative governmeon
of words, but also of coreference chains, or a mix: Wednesday began sellingustralia’s tough deficit-

ture of both. We tested two ways of combining these slashing budgethich sparkediolent protests by Abo-

; ; rigines, unions, students and welfare groug&n be-
two types of information. fore Australia’s tough deficit-slashing budgets an-

nounced.

3.3 SVD over Lexical and Anaphoric Terms

3.3.1 The Substitution Method

S2: Two days ofviolent protests by Aborigines, unions,

The simplest way of integrating anaphoric in- students and welfare groupsecededpending cutsf-
formation with the methods used in our earlier ficially unveiled byTreasurer Peter Costello
work is to use anaphora resolution simply as a pre- S3: "If Australiadoesn't dospending cutsiow, Aus-
processing stage of the SVD input matrix creation. tralia is going to be indeficit and debt into the next

. . . . ipr century.”
Firstly, all anaphoric relations are identified by the Y o )
S4: As Aborigines, unions, students and welfare

anaphoric resolver, and anaphoric chains are identi- groupshad fearedTreasurer Peter Costellcevealed a
fied. Then a second document is produced, in which cut toAustralia’s new conservative governmeriso-
all anaphoric nominal expressions are replaced by  rginal welfare commission amortge spending cuts
the first element of their anaphoric chain. For examfhis text is then used to create theD input matrix,
ple, suppose we have the text in (4). as done in the first system.

(4) S1. Australia’s new conservative governmeoh .
Wednesday began selliits tough deficit-slashing bud- 3-3-2 The Addition Method
get which sparkedviolent protests by Aborigines,  An alternative approach is to use/D to identify
unions, students and welfare groupgen beforet was = =~ | . ) , .
announced. topics’ on the basis of two types of 'terms’: terms in
S2: Two days ofanti-budget street protesreceded the€ lexical sense (i.e., words) and terms in the sense

spending cutsofficially unveiled by Treasurer Peter Of objects, which can be represented by anaphoric



chains. In other words, our representation of sedinked sentences, which are not significant enough
tences would specify not only if they contain a certo be marked as important/essential, but which have
tain word, but also if they contain a mention of ato be considered as they contain information essen-
discourse entity (See Figure 1.) This matrix wouldial for the understanding of the content of other sen-

then be used as input 8vD. tences marked as essential/important.
Four annotators were used for the annotation,
o] o2 = = three graduate students and one postgraduate. Three
termi of the annotators were native English speakers, and
the fourth had advanced knowledge of English. Un-
term2 _ fortunately, not all of the documents were annotated
terms3 Jersel by all of the annotators. To maximize the reliability
knowdedge . .
g of the summaries used for evaluation, we chose the
" documents annotated by the greatest number of the
- annotators; in total, our evaluation corpus contained
chain 37 documents.
chainz For acquiring manual summaries at specified
chaina anaphoric lengths and getting the sentence scores (for relative
. knowdedge utility evaluation) we assigned a score 3 to the sen-
" tences marked as essential, a score 2 to important
- sentences and a score 1 to linked sentences. The
sentences with highest scores are then selected for
Figure 1: Addition method. ideal summary (at specified lenght).

4.2 Evaluation Measures

The chain ‘terms’ tie together sentences that Cor]'Evaluating summarization is a notoriously hard

tain the same anaphoric chain. If the terms arSrobIem, for which standard measures like Preci-

Iex(;ct?llly (;h]f _sa;rr]ne b(du.rect anaph_ors } I”T(Eﬁmtﬁ. sion and Recall are not very appropriate. The main
an { eHe ciy % asic sdulr_r_lmahrlzero\l/\;(r)]r tsthsub"é)roblem with P&R is that human judges often dis-
ciently. However, ©ong and Liu showed that the eetlgree what are the top n% most important sentences

Welghtmg_ scheme is boolean_(l.e., all terms haye thl a document. Using P&R creates the possibility
same weight); our own previous results confirme

Il ‘ if-
this. The advantage of the addition method is th attwo equally good extracts are judged very di

funitv to aive hiah iahts t h ?erently. Suppose that a manual summary contains
opportunity to give higher weights 1o anaphors. - sentences [1 2] from a document. Suppose also that

4 Evaluation two systems, A and B, produce summaries consist-
ing of sentences [1 2] and [1 3], respectively. Us-
4.1 The CAST Corpus ing P&R, system A will be ranked much higher than

To evaluate our system, we used the corpus &ystem B. Itis quite possible that sentences 2 and 3
manually produced summaries created byc¢asT are equally important, in which case the two systems
projecB (Orasan et al., 2003). TheasT cor- should get the same score.

pus contains news articles taken from the Reuters To address the problem with precision and recall
Corpus and a few popular science texts from thee used a combination of evaluation measures. The
British National Corpus. It contains informationfirst of these, relative utility (RU) (Radev et al.,
about the importance of the sentences (Hasler 000) allows model summaries to consist of sen-
al., 2003). Sentences are markeeasentialorim-  tences with variable ranking. With RU, the model
portant. The corpus also contains annotations foBummary represents all sentences of the input doc-

3 ) _ , ) ument with confidence values for their inclusion in
The goal of this project was to investigate to what exten

Computer-Aided Summarization can help humans to produc}@e summary. For ex?'mple' a document with five
high quality summaries with less effort. sentences [1 2 3 4 5] is represented as [1/5 2/4 3/4



Evaluation Lexical LSA Manual Manual
Method Substitution | Additition
Relative Utility 0.595 0.573 0.662
F-score 0.420 0.410 0.489
Cosine Similarity 0.774 0.806 0.823
Main Topic Similarity 0.686 0.682 0.747

Table 1: Evaluation of the manual annotation improvement - summarization r&ée: 1

Evaluation Lexical LSA Manual Manual
Method Substitution | Addition
Relative Utility 0.645 0.662 0.688
F-score 0.557 0.549 0.583
Cosine Similarity 0.863 0.878 0.886
Main Topic Similarity 0.836 0.829 0.866

Table 2: Evaluation of the manual annotation improvement - summarization raée. 3

4/1 5/2]. The second number in each pair indicateshere X and Y are representations of a system sum-
the degree to which the given sentence should lmeary and its reference summary based on the vector
part of the summary according to a human judgespace model. The third measure is Main Topic Sim-
This number is called the utility of the sentenceilarity. This is a content-based evaluation method
Utility depends on the input document, the summarpased on measuring the cosine of the angle between
length, and the judge. In the example, the systeffirst left singular vectors of a system summary’s
that selects sentences [1 2] will not get a higher scoend its reference summary’s SVDs. (For details see
than a system that chooses sentences [1 3] giv€Bteinberger and Jezek, 2004).) Finally, we mea-
that both summaries [1 2] and [1 3] carry the samesuredROUGEScores, with the same settings as in the
number of utility points (5+4). Given that no otherDocument Understanding Conferences€) 2004.
combination of two sentences carries a higher util-

ity, both systems [1 2] and [1 3] produce optima¥.3 How Much May Anaphora Resolution

extracts. To compute relative utility, a number of Help? An Upper Bound

judges,(\V > 1) are asked to assign utility scores tye annotated all the anaphoric relations in the 37
all n sentences in a doﬁ(a:ument. The topentences o0 ments in our evaluation corpus by hand us-
according tp utility scoreare then (_:alled a sente_nceing the annotation toamax (Mueller and Strube,
extract of sizee. We can t_he.:n define the following 2003)5 Apart from measuring the performance of
system performance metric: GUITAR over the corpus, this allowed us to establish
(6) D19 S uig the upper bound on the performance improvements
LG i Uiy that could be obtained by adding an anaphoric re-
whereu;; is a utility score of sentenggfrom anno- solver to our summarizer. We tested both methods
tatori, ¢, is 1 for the tope sentences according to theof adding the anaphoric knowledge to the summa-
sum of utility scores from all judges amd is equal rizer discussed above. Results for the 15% and 30%
to 1 for the tope sentences extracted by the Systenf.atio§ are presented in Tables 1 and 2. The baseline
For details see (Radev et al., 2000). is our own previously developedsA-based sum-
The second measure we used is Cosine Similaritjarizer without anaphoric knowledge. The result
according to the standard formula: is that the substitution method did not lead to sig-
S ziys nificant improvement, but the addition method did:
(7)  cos(X,Y) = it

o (2,)2- ()2 _
\/Z’( i) \/El(‘%) >We annotated personal pronouns, possessive pronouns, def-
“In the case of ties, some arbitrary but consistent mechéRite descriptions and also proper nouns, who will be handled by

nism is used to decide which sentences should be included #futureGUITAR version.
the summary. ®We used the same summarization ratios asABT.

RU =




Evaluation Lexical LSA | CAST GUITAR GUITAR
Method Substitution | Addition
Relative Utility 0.595 0.527 0.530 0.640
F-score 0.420 0.348 0.347 0.441
Cosine Similarity 0.774 0.726 0.804 0.805
Main Topic Similarity 0.686 0.630 0.643 0.699

Table 3: Evaluation of theuITAR improvement - summarization ratio: 15%.

Evaluation Lexical LSA | CAST GUITAR GUITAR
Method Substitution | Addittion
Relative Utility 0.645 0.618 0.626 0.678
F-score 0.557 0.522 0.524 0.573
Cosine Similarity 0.863 0.855 0.873 0.879
Main Topic Similarity 0.836 0.810 0.818 0.868

Table 4: Evaluation of theUITAR improvement - summarization ratio: 30%.

addition could lead to an improvement in Relativecould be easily used for didactical purposes. How-
Utility score from .595 to .662 for the 15% ratio, andever, our tables also show that usiagITAR and the
from .645 to .688 for the 30% ratio. Both of theseaddition method lead to significant improvements
improvements were significant by t-test at 95% conmever our baselinesa summarizer. The improve-
fidence. ment in Relative Utility measure was significant by
t-test at 95% confidence. Using the ROUGE mea-
4.4 Results with GUITAR sure we obtained improvement (but not significant).
To USeGUITAR, we first parsed the texts using CharOn the other hand, the substitution method did not

niak’s parser (Charniak, 2000). The output of théead to significant improvements, as was to be ex-
parser was then converted into thas-xmL for- pected given that no improvement was obtained with
mat expected byUITAR by one of the preproces- 'perfect’ anaphora resolution (see previous section).
sors that come with the system. (This step includes
heuristic methods for guessing agreement featureg)

Finally, GUITAR was ran to add anaphoric infor- o, main result in this paper is to show that using
mation to the files. The resulting files were then,nanhora resolution in summarization can lead to

processed by the summarizer. significant improvements, not only when ’perfect’

GUITAR achieved a precision of 56% and a recalbnaphora information is available, but also when
of 51% over the 37 documents. For definite descripyy automatic resolver is used, provided that the
tion resolution, we found a precision of 69% antynaphoric resolver has reasonable performance. As
a recall of 53%; for possessive pronoun resolutiongy a5 we are aware, this is the first time that such
the precision was 53%, recall was 53%; for persong| resyit has been obtained using standard evaluation
pronouns, the precision was 44%, recall was 46%. neasures over a reference corpus. We also showed

The results with the summarizer are presentegowever that the way in which anaphoric informa-
in Tables 3 and 4 (relative utility, f-score, cosinegjon is used matters: with our set of documents at
and main topic). The contribution of the differ-|east, substitution would not result in significant im-
ent anaphora resolution components is addressedgfbyements even with perfect anaphoric knowledge.
(Kabadjov et al., 2005). All versions of our summa-  Eyrther work will include, in addition to extend-
rizer (the baseline version without anaphora resolqng the set of documents and testing the system with
tion and those using substitution and addition) ouigiher collections, evaluating the improvement to be

performed theeAST summarizer, but we have to ém-achieved by adding a proper noun resolution algo-
phasize thatAsT did not aim at producing a high- ithm to cuUITAR.

performance generic summarizer; only a system that

Conclusion and Further Research
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