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Abstract
Nowadays, computer muscle modelling plays a more and more important role in the
threatment of various musculoskeletal diseases. For example, to find the appropri-
ate artificial joint replacement, physicians should know the anatomy and dynamic
properties of the specific patient. Various models and algorithms help physicians.
In this report, state-of-the-art methods are discussed. Then, a competitive modi-
fied position-based dynamics approach is presented. The speed/quality ratio of the
proposed method is adjustable and achieves certain results over a specified period.
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Notation

𝑎, 𝑏, 𝑐 scalar variables (italics)
𝑓, 𝑔, ℎ scalar functions (parameters not specified)
𝑥, 𝑦, 𝑧 cartesian coordinates of a point/vector in 3D

𝑓(𝑥, 𝑦), 𝑔(𝑥, 𝑦), ℎ(𝑥, 𝑦) scalar functions with two parameters
f(𝑥),g(𝑥),h(𝑥) vector functions with single parameter

a,b, c vector variables (italics, bold)
A,B,C matrix variables (italics, bold, uppercase)

𝐷𝑓 domain of function 𝑓
𝐻𝑓 codomain of function 𝑓
× cartesian/cross product
· dot product

R,C real, complex numbers
|A| determinant of matrix A

||a|| = ||a||2 L2 (euclidean) norm of vector a
. . . ,

..., · · · , . . . pattern follows



Chapter 1

Introduction

Modern technology and rapid scientific and industrial progress are leading
us to live faster and less healthy lives. The consequence is that psychical
stress is all around us, and our physical body suffers. Fortunately, modern
healthcare is improving daily, perfecting old and new techniques, treatments,
technologies, tools and more.

Physical health is what this work focuses on. Tones of people go to their
jobs every day to work hard, stand all day, or do other monotonic jobs, which
may affect the human body in the way overused joints wear out (causing os-
teoarthritis). Alternatively, the bones weaken (osteoporosis) due to external
influences, such as monotonic work and inappropriate diet. In order to treat
and predict these diseases, physicians need to know as much as possible
about the human body, especially the individual patient.

The history of studying the human body goes back to 1800 BC when
our ancestors knew the basics, such as bones, muscles and internal organs
approximate location of the average human. The medical field is developing
rapidly and allows in-vivo exploration in particular. Combined with modern
technology, a physician can model a patient in-vivo on his or her computer,
which helps in making crucial treatment decisions.

The following text describes state-of-the-art methods of computerized
muscle modelling, my contribution to date on this topic and some suggestions
for further research.

1.1 Motivation
Osteoporosis is a disease with high prevalence [86], causing bone weakening
and, subsequently, bone fractures. Osteoarthritis is another musculoskeletal
disease where bone joints gradually wear out after time. In the osteoporosis
case, knowing the force values applied to bones by surrounding muscles helps
physicians estimate fracture predictions and suitable treatment even before
the fracture happens. In osteoarthritis cases, the internal forces involved in
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the bone movement must be known to choose a suitable artificial joint [65],
as long as the wrong choice may lead to pain for the patient.

However, many more diseases and injuries require the modelling and pre-
dicting of musculoskeletal system movement. Another problem is patellar
dislocation, "with an estimated incidence rate of 43-77 per 100,000 individ-
uals in children and adolescents" [7]. Even in treating stroke and hemiplegic
diseases, computer muscle modelling can be used [92]. All these mentioned
problems (and many others) are leading researchers to develop a satisfactory
model of the musculoskeletal system.

Figure 1.1: Various muscle modelling approaches. From top to bottom, from
left to right: Hill-type model [50], Via-points model [39], Wrapping obstacles
model [56], Finite element model [22], Mass-spring model [40], PBD model

There are currently many muscle modelling approaches, some of them
are shown in Fig. 1.1. This report will describe the most significant of these
in more detail.

1.2 Muscle modelling pipeline
The whole muscle modelling process consists of many steps, starting with
the acquisition of suitable raw data and its subsequent transformation into
a useful form. The last step is the formulation of the mathematical model,
where the main problem is (among others) the definition of the muscle-bone
interaction.

An example of a complex pipeline (consisting of data acquisition, model
building and inverse kinematics) includes the following steps:
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1. obtaining raw data of the patient at rest (contains muscles, bones,
muscle attachment areas, and movement data according to chapter 2),

2. extraction and transformation of the raw data into a useful form, using:

(a) segmentation – separation of different types of tissues (if they are
distinguishable). Segmentation can be manual, semi-automatic or
automatic (depends on the complexity of the segmentation),

(b) registration – mapping of data from different measurements and
modalities, see section 2.6,

(c) approximation and interpolation – if the data is partially cor-
rupted or some parts are missing, these methods are used. They
are further described in chapter 3,

3. acquiring some of general apriori knowledge, determined by human
anatomy, such as:

(a) defines how the attachment areas will be determined (calculation
based on apriori knowledge only or based on the measured muscle
attachment areas from chapter 2),

(b) defining how, for example, a bone is connected by a joint to an-
other bone or how a muscle is connected to a set of bones (at-
tachment areas), etc.,

(c) defining physiological parameters of studied muscles, such as in-
ternal muscle architecture (e.g. figre arrangement: parallel, pen-
nate, etc.), optimal (resting) length

4. creating a mathematical model that requires (these approaches are
further described in chapter 5):

(a) defining the data space (discretized or continuous),
(b) defining the shape of the data (triangular surface mesh, tetra-

hedral volumetric mesh, scattered data... / surface defined by
Fourier series, implicit RBF,...)

(c) defining the interaction between muscle and bone models and thus
determining whether or not a transformation of the measured
data is necessary.

5. transformation back into a useful form.

The next chapter 2 discusses the data used in musculoskeletal models,
and chapter 3 describes the basic mathematical procedures used for ap-
proximating and interpolating purposes in computer muscle modelling ap-
proaches. Chapter 4 describes the basic algorithm for modelling physical
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phenomena, the finite element method, and chapter 5 presents existing ap-
proaches, followed by chapter 6, containing practical experiments. Conclu-
sion and future work are described in the last chapter, 7.
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Chapter 2

Data aquisition

The basis of quality computer muscle modelling success is to obtain relevant
data; therefore, methods and possibilities of data acquisition are presented.

There are two categories of data, general and personalized data. Person-
alized data are those that have been measured on a given subject (in the
case of a patient’s illness or optimizing an athlete’s performance). In con-
trast, general data is data from someone else that will not be a good match to
a given patient (see [67], [43] and [71] for further reasons; the main problem
is with the high variability of muscle attachment sites between subjects).

2.1 Muscle-tendon units
The human body is a very complex system, so an accurate model of it (if
we could be able to build it) would be useless. Therefore, all state-of-the-art
musculoskeletal models have to simplify the problem to some extent, and
many phenomena are not taken into account (due to the complexity of the
human body). All the musculoskeletal models described below are just a set
of bones and muscles. Some methods also require models of the attachment
areas or information about the direction of the muscle fibres. All models must
be described by a geometric model. The muscle models described throughout
the following text actually approximate MTUs (muscle-tendon units), which
are made up of muscles, tendons, cartilages, aponeurosis, fats, blood vessels,
etc. Muscle (MTU) and bone models are often approximated by a triangular
mesh, so this would be implicitly assumed in the text unless otherwise stated.
The problem with model acquisition is due to the resolution of acquisition
methods discussed below.
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2.2 Muscle attachments
To determine, which part of a muscle is connected to a certain part of a
bone, a muscle attachment area has to be defined. The determination of the
muscle attachment area can be done automatically or manually, and for the
decision, some additional data may be required. If the data are not provided
beforehand, there are two possibilities:

1. Fix the set of points of the muscle model that are "close enough" to
the bone surface or penetrate the bone before the movement happens.

2. Obtain a dedicated set of points which defines the attachment area
(e.g. boundary points [17] , scattered points over the area [46], points
from boudnary curve) from a user.

In the first case, the implementation is quite simple. However, there is a
problem that some muscle parts may be fixed incorrectly. The most common
example is a muscle part fixed to a bone joint, which introduces further
problems (forcing the muscle part into the joint etc.). The second case is more
robust but requires obtaining the whole area from the boundary points. We
addressed this issue in our paper [46], which works for simple cases but may
fail for more curved and complicated muscle attachment area shapes, mainly
where the surface bends several times. In the paper, we reached maximal
accuracy of 78.74%, which may be insufficient for some applications.

In the paper, we also experimented with surface plate reconstruction from
the set of point using RBF (described in section 3.5), achieving acceptable
results even for more complicated boundaries.
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2.3 Non-invasive methods
Noninvasive methods are methods of data acquisition that allow for the ex-
traction of personalized data. CT, MRI and PET-based methods are the
most commonly used. CT is a well-known method (invented in the early
1970s by A. M. Cormack) that allows obtaining several X-ray images com-
bined into a 3D model (using the Radon transformation). Because there is
a large difference (in Hounsfield units HU) between bones and soft tissues),
X-rays images are suitable to distinguish between bones and soft tissues.
Soft tissue types are almost indistinguishable due to small HU differences
(bones: 200-600 HU, all soft tissue: 40-100 HU). The image of real data
obtained with the CT scanner is shown in Fig. 2.1.

Figure 2.1: CT result. Original data [60] on the left, same data adjusted
using the linear transfer function on the right.

In the early 1980s, the first MRI was installed. MRI is based on the
measurement of the spin echo after the application of a strong magnetic
pulse. The main advantages of MRI are that MRI does not produce ionizing
radiation, and MRI also generally has better visibility of soft tissues. These
advantages are strongly counteracted by a much longer acquisition time,
which is unpleasant to the physicians but even more for the patients. An
example of an MRI result is shown in Fig. 2.2.

More recently (in the late 1980s), diffusion-weighted imaging (DWI) was
introduced as an improved version of MRI. Its basic principle is to exploit the
rate of tissue water diffusion. For more detailed information, see. e.g. [68,72].

Diffusion-tensor imaging is a version of DWI where diffusion is defined
using tensor arithmetics. For example, DTI acquisition has been used to de-
termine the pennate angle of various human muscles [53], which is one of
the key parameters in musculoskeletal modelling that affects the magnitude
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Figure 2.2: MRI result. Original data [60] on the left, The same data adjusted
using the linear transfer function on the right.

of the resulting forces. However, none of the acquisition methods can deter-
mine muscle attachment areas (bounded single/multiple area(s) of the bone
to where the given muscle is attached). Unfortunately, this measurement
cannot be performed by a noninvasive method because the attachment ar-
eas are not visible (or very poorly visible) on imaging. An at least partially
personalized approach can be used, where personalized bone and muscle
models are acquired, and then the attachment areas are estimated (by an
expert, a probabilistic model [29], etc.). Although individual muscles are also
difficult to distinguish using imaging methods, there are techniques [63] that
can do so automatically.

2.4 Invasive methods
For obvious ethical reasons, invasive methods (such as dissecting and other
cutting) cannot be used directly on the patient. Therefore, experiments on
the cadaver are necessary to obtain more detailed data. These experiments
allow producing more accurate models with precise measurements. Moreover,
some of the musculoskeletal features (which are indistinguishable on the
scanning devices) can be acquired. The most problematic are muscle/tendon
separation and attachment areas.

An example of obtaining the data in an invasive way is shown in Fig. 2.3.
This dataset has been acquired as a part of The Visible Human Project [60];
however, there are also Visible Human Chinese [93], and Visible Human Ko-
rea [70]. Two datasets were obtained (male and female), where each subject
was frozen and sliced. 256x256 MRI images were produced from the male
subject, spaced by 4mm. CT scans are 512x512 images and 1mm apart. In
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figure 2.3, there are the data from 70mm photographs (digitised to 4096x2700
px) also 1mm apart. The female subject’s accuracy was three times better,
so the distance between slices was 0.33mm.

More details about acquiring these data can be found in [80], where the
Visible Human Male procedure is described.

Figure 2.3: The detailed cryosection image of the Visible Human Male [80].

Fukuda et al. [29] describe the other invasive method. The hip region was
dissected into individual muscles, and the attachment areas of the muscles
were tracked down using an optical tracker. They build a probabilistic model
using eight different cadaver specimens. However, they were outliers present
in the measurement, which had to be removed manually afterwards.

A cadaveric study from Carbone et al. [12]. The study produced a dataset
(TLEM 2.0 - Twente Lower Extremity Model) from cadaveric dissection.
This model includes, in total, 166 muscle-tendon elements for each leg. The
details about the procedure can be found in [12].

The invasive methods are also used for anatomic fibres and tendon mea-
surements, due to the fact that these more detailed features of the muscle are
complicated to measure using noninvasive methods. Lee et al. [53] describe
the problem and use cadaveric data to estimate the pennate angle of a given
muscle for that reason.

2.5 Physiological signals
The last set of data to consider is the physiological signals. The best exam-
ple of a physiological signal is EMG (Electromyography). This diagnostic
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procedure measures motor neuron activation signals responsible for muscle
activation. This knowledge can be used to model a muscle movement, mod-
elling the muscle as realistic as possible. However, the muscle is so complex
and varies from person to person. The EMG is performed using a needle
electrode inserted directly into the patient’s muscle, and its electrical activ-
ity is recorded. Because of its invasionality, the direct personalized model
is not preferred, and the EMG is measured on the skin surface instead of
using a set of sensors. The skin measurement, however, is imprecise because
it cannot be located directly. These sensors can be placed on the shaved
and cleaned skin by sticking a patch or using rubber bands (the latter may
be omitted for more intense movement measurements). If the sensors are
located well, the measurements can be sufficient for some cases.

Movement data are also suitable for this task, not only because the move-
ment can be learned from it but also because it can be verified. These data
can be obtained using location sensors put on the patient. Then he/she is
requested to perform some movement activities (walking, running, jumping),
and the movement of various parts of his/her body is recorded.

These signals are more often used for muscle modelling using direct kine-
matics instead of the inverse one. Since the main focus of this report is on
the inverse kinematics approaches, these data are just mentioned here, and
further details are omitted. The movement data are used in further text to
determine the target bone locations, from which the muscle shape can be
inversely determined.

This chapter shows that the data may vary significantly. If the data do
not quite correspond to each other, registration should be done (e.g. Li et
al. [55], described in the next section 2.6). Nevertheless, the data are too
coarse or incomplete in many cases. For these reasons, an approximation
and interpolation method has to be used.

2.6 Data registration
This brief introduction to data acquisition modalities introduces the data’s
main issue: its diversity. Individual data have various positions, rotations,
and alignments, measured in different conditions. Because of this and also
according to the pipeline in 1.2, registration has to be done beforehand.
The registration is mapping a set of data measured by some modality to a
different set measured by a different modality or in different conditions. The
main two registration classes are rigid and non-rigid registration, the first
one preserves the shape and scale of the transformed object, and the latter
does not. With promising results, the registration of musculoskeletal models
has already been done by Zhao et al. [94]. However, the resulting data may
become self-intersecting. We also dealt a similar problem, which is described
in the bachelor thesis [16] (see Fig. 2.4, where 3D muscle surface and surface
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muscle fibres (both measured with different modalities) have been registered
using the algorithm from Li et al. [55], an elastic registration approach, based
on surface plate reconstruction. The fibre models should lie on the plate,
further used to produce more dense fibres on the muscle surface. Unluckily,
the results were not as promising as it was at the beginning, mainly because
the noisiness of the input data was transferred and even enhanced to the
output fibres.

Figure 2.4: Muscle fibre model registration to the muscle model surface [16],
using a modified algorithm from Li et al. [55].
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Chapter 3

Estimation techniques

The next step in the muscle modelling pipeline (see section 1.2) is an ap-
proximation or interpolation1. A key ingredient to make a smooth model is
to be able to approximate/interpolate in the part of a model (muscle, bone,
muscle fibre, attachment area and many more) where no data exists. Ex-
trapolation is not considered under the assumption that the border of the
model is known, accurate and well defined.

The Bezier curves for muscle modelling purposes have been used by Delp
et al. [22] followed by Kohout and Kukacka [48], but it has been shown [47]
that the modelled muscle fibres may self-intersect. To solve the issue, a
Catmull-Rom spline has been proposed.

Kohout and Cholt [47] proposed this approximation for the muscle fi-
bre model to make the fibres as smooth as the Bezier curves and non-self-
intersecting. Although this approach seems successful, estimation using the
higher smoothness curve would probably overperform their approach.

The next approach worth mentioning here is the radial basis function
(RBF) approximation and interpolation approach. The RBF has been de-
signed to tackle scattered data approximation and interpolation problems.
This approach is commonly used in many areas, e.g. image reconstruc-
tion [82], neural networks [36], surface reconstruction [69] and much more.
This approach was firstly proposed by Hardy [34]. Its main advantage is that
it can reach, in theory, infinite smoothness 𝐶∞, when, e.g. Gaussian RBFs
are used as a basis function, which is in contrast with Bezier or Catmull-
Rom, where polynomial basis functions are used. We already used RBF for
the muscle modelling purposes in our paper [46], more specifically for muscle
attachment area estimation.

This section describes these estimation techniques, which are suitable
for muscle modelling problems in detail. Each of the methods listed will be
described in a particular dimension. However, extending the idea to high-
er/lower dimensions is usually possible.

1Word "estimation" will be used further for both approximation and interpolation to
simplify the rest of the text.

12



3.1 Constant and piecewise linear estimation
The most simple estimation is the constant one. The idea is straightforward,
and we assign to the unknown independent value the value of the closest
independent value.

The piecewise linear estimation in one dimension takes into account two
closest values. The intermediate values lie on the straight line going through
the two closest values. Figure 3.1 shows the constant and piecewise linear
estimation. The red is the constant, and the linear estimation is green.

These kinds of estimations have a considerable drawback. They are at
most 𝐶0 smooth. Moreover, they can be non-continuous. It means they are
not differentiable on a nonempty finite set of points. The main issue is that
this is not how the muscle works. Muscle fibres and, therefore, whole muscles
are continuous and smooth. This model would not represent a physically
accurate real muscle, not to mention the problem the consequence is that
the resulting simulation would not look attractive to the user.

The higher dimension polynomial can be used to solve the problem of a
low degree of smoothness. There will be two mentioned approaches, although
there are many more to consider.

3.2 Bezier curve
Bezier curve is a curve that has two boundary points and a set of control
points. The bezier curve without any control point would collapse to a linear
curve. If the curve has only one control point, it is called the quadratic Bezier
curve. The cubic Bezier curve has two control points. The first boundary
point, together with the first control point, forms a derivative of the curve’s
start, similar to the last control point and the second boundary point forms
a derivate of the end of the curve.

The more general recursive definition can be formulated as the bezier
curve of degree 𝑛 is a point-to-point linear combination of the bezier curves of
degree 𝑛−1, one without the first boundary vertex and the other without the
second boundary vertex (in the first case, The first control point becomes the
first boundary point, and in the second one, the last control point becomes
second boundary point). The end of the recursion is secured by the fact that
the Bezier curve of degree 1 is just a vertex in space.

The definition is also the binomial distribution of all of the Bezier vertices
(both border and all control) while changing the probability of success forms
the bezier curve.

𝑃 (𝑡) =
[︁
1 𝑡 𝑡2 𝑡3

]︁ ⎡⎢⎢⎢⎣
1 0 0 0
3 −3 0 0
3 −6 3 0
−1 3 −3 1

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
P0
P1
P2
P3

⎤⎥⎥⎥⎦ (3.1)
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The cubic Bezier curve is shown in Figure 3.1 on blue. There can be seen
that the curve does not go through the control point. Thus it is instead an
approximation method.

3.3 Catmull-Rom spline
A Catmull-Rom spline [15] [90] is a cubic spline that interpolates all four
points. Its tangent is calculated using the previous and next control vertex
for both internal vertices. Tangents of the border vertices are not clearly
defined. However, the vertex itself can be used instead of the missing one.
The centripetal variant is defined as2:

𝑃 (𝑡) =
[︁
1 𝑡 𝑡2 𝑡3

]︁ ⎡⎢⎢⎢⎣
0 1 0 0
−1

2 0 1
2 0

1 −5
2 2 −1

2
−1

2
3
2 −3

2
1
2

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
P0
P1
P2
P3

⎤⎥⎥⎥⎦ (3.2)

Setting 𝑡 ∈ ⟨0, 1⟩ will produce the Catmull-Rom spline between two mid-
dle vertice 𝑃1 and 𝑃2. The general Catmull-Rom spline is, however, defined
with a parameter 𝜏 :

𝑃 (𝑡) =
[︁
1 𝑡 𝑡2 𝑡3

]︁ ⎡⎢⎢⎢⎣
0 1 0 0
−𝜏 0 𝜏 0
2𝜏 𝜏 − 3 3− 2𝜏 −𝜏
−𝜏 2− 𝜏 𝜏 − 2 𝜏

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
P0
P1
P2
P3

⎤⎥⎥⎥⎦ (3.3)

The Catmull-Rom spline overperforms Cubic bezier curves in three main
properties. The Catmull-Rom curve goes through all of the control ver-
tices. It does not need to specify first or second derivatives on any vertices.
Moreover, the centripetal 𝜏 = 0.5 (between uniform 𝜏 = 0 and chordal
𝜏 = 1) parametrization does not produce artefacts such as cups and self-
intersection.

The Catmull-Rom spline is also shown in Figure 3.1, the spline in ques-
tion is in pink colour.

3.4 Discrette Fourier transform
The discrete Fourier transform (DFT) is beneficial when the data are equidis-
tantly sampled. In this case, DFT decomposes the curve into the sum of indi-
vidual sinusoidal functions. In the case of interpolation, all of these function
has to be added together. An approximation is made otherwise. The advan-
tage of this estimation is that the extrapolation does not diverge (this is

2The definitions are in matrix form (derived from recurrent form) to be consistent with
other methods.
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Figure 3.1: Constant (red), piecewise linear (green), Bezier (blue) and
Catmull-Rom (pink) interpolation of a set of points.

common in polynomial estimation cases). The main disadvantage is that the
data has to be equidistant (there is also non-uniform DFT [6], but it is more
complex than DFT). The formula is derived using Euler’s formula:

𝐹𝑘 =
𝑁−1∑︁
𝑛=0

𝑃𝑛𝑒
−2𝜋𝑖𝑘 𝑛

𝑁 (3.4)

The inverse operation is performed in the same fashion; however, the unit
circle has to be traversed in reverse, and the whole result has to be normed
by the number of functions.

𝑃𝑘 = 1
𝑁

𝑁−1∑︁
𝑛=0

𝐹𝑛𝑒
2𝜋𝑖𝑘 𝑛

𝑁 (3.5)

The resulting curve will be 𝐶∞ smooth. Many medical signals (like EKG,
EEG, and EMG) usually obey the equidistant distribution and have a pe-
riodical component. That is the reason it is described here. However, the
model’s shape usually does not obey equidistant distribution or periodicity,
so other estimation methods must be considered. The promising is the radial
basis function approximation and interpolation.

The extension to higher dimensions is simple: separate the vector com-
ponentwise, calculate DFT and put these components back together.

3.5 Radial basis functions
The RBF approach is formulated mathematically as:

𝑓 (x) =
𝑁∑︁
𝑖=1

𝜆𝑖𝜙 (||x−Pi||) (3.6)

It is just a linear combination of a set of RBFs 𝜙 with centres in points Pi,
forced to interpolate the vertices Pi using suitable weights 𝜆𝑖. The equation
is nothing else than the linear system equation Ax = b, where matrix A

15



consists of RBF function values, 𝜆𝑖 is an unknown vector and 𝑓 (x) will be
filled with known values in each of the input points.

In order to approximate, a lower number of RBF may be used, so the
problem will be overdetermined and has to be solved, e.g. using the least
squares approach (considering some drawbacks, see, e.g. Skala and Kansa
[78]).

𝑓 (x) =
𝑀∑︁
𝑖=1

𝜆𝑖𝜙 (||x− 𝜉i||) (3.7)

3.5.1 Centre point distribution
The crucial problem is to determine where the centre points 𝜉𝑖 should be
placed. There are some commonly used possibilities, and each of them has
(as always) its advantages and drawbacks.

Grid distribution

The grid centre point distribution is where all the centre points are arranged
in any form of a grid (regular, cartesian, rectilinear, curvilinear etc.) The
grid setup is simple but has major drawbacks. The biggest one is that the
regularities of the grid may cause ill-conditionality of the RBF matrix [20]
if the shape parameter is not chosen carefully. The other is that it does not
reflect the interpolated/approximated function features.

Halton distribution

The Halton distribution [33] is a quazi-random point distribution. The orig-
inal version is one-dimensional and operates on (0, 1) interval (which can be
scaled by a constant). The element of the sequence is described as:

Halton𝑘 (𝑝) =
⌊log𝑝 𝑘⌋∑︁
𝑖=0

1
𝑝𝑖+1

(︃⌊︃
𝑘

𝑝𝑖

⌋︃
mod 𝑝

)︃
(3.8)

where 𝑝 is an arbitrary prime number, and 𝑘 is the index of the se-
quence element. For multidimensional sequences, it is sufficient to choose
multiple distinct primes, and the result will be just a vector of the Halton
sequences with different prime 𝑝. For example, Halton sequence [2, 3] starts
with

[︁[︁
1
2 ,

1
3

]︁
,
[︁

1
4 ,

2
3

]︁
,
[︁

3
4 ,

1
9

]︁]︁
. Basically, it divides the (0, 1) space to 𝑝 equally

sized intervals, outputting the border points. Then, each subspace is then
subdivided, also outputting the border points. Breath-first politics is used
for the traversal, so the distribution is more spread than in the case of the
depth-first (recursion) approach.

The same sequence will be obtained if the 𝑘 will be written in base 𝑝,
inverted and written after the decimal point. For example of 𝑝 = 2:
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0.12 = 1
2 , 0.012 = 1

4 , 0.112 = 3
4 , 0.0012 = 1

8 , 0.1012, 0.0112, 0.1112... (3.9)

The Halton sequence has the main advantage of fewer regularities, lead-
ing to ill-conditioned matrix avoidance and maintaining good interval cov-
erage. The disadvantage is that the borders, in most cases, have to be added
explicitly (0 and 1 are not included by default).

Iterative greedy search

In most cases, iterative approaches compete with direct methods in math-
ematics. It is also not an exception in the case of centre point search. The
most straightforward approach is to search the single centre point, which
decreases the difference between approximated function and approximant.
Then, more functions will be searched in the space of the two function dif-
ference to lower the difference as much as possible. This procedure will be
stopped if the overall error is sufficient or the number of centre points is
exhausted.

The main advantage is that the approximant respects the original func-
tion features. Also, the shape parameter in each greedy step can be adjusted
for a better fit. The disadvantage is its computational complexity. Each
"guess" leads to solving a linear equation (which may become pretty large)
and the sum of RBF. Some RBFs are expensive to evaluate on the computer.

Distribution with respect to original function

The justifiable approach is to choose the centre points, where the original
function has some features. The minima and maxima are likely candidates
because the RBFs have their extrema in the centre. Moreover, to cover more,
the inflexion points can be included.

We have already dealt with this approach in [21], but in a slightly differ-
ent scenario. As a result, the "sophisticated placement of radial basis func-
tions significantly improves the quality of the RBF approximation." [21]. The
main conclusion of the research was to avoid grid/equidistant centre point
distribution as much as possible.

3.5.2 Polynomial extension
Let us imagine a non-zero constant function to approximate with the RBF
approach. Without the polynomial extension, it would be difficult to approx-
imate the function accurately. The centre points have to be everywhere to
cover the whole function domain. That is why the polynomial is added to
deal with constant-like and polynomial-like functions.
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The extension includes the polynomial approximation into the RBF equa-
tion, expanding the matrix by the same number of rows and columns as the
polynomial degree is used. It is done in the case of 21

2𝐷 function like this:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜙11 . . . 𝜙1𝑁 1 𝑥1 𝑦1
... . . . ... 1 ... ...

𝜙𝑁1 . . . 𝜙𝑁𝑁 1 𝑥𝑁 𝑦𝑁
1 1 1 0 0 0
𝑥1 . . . 𝑥𝑁 0 0 0
𝑦1 . . . 𝑦𝑁 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜆1
...
𝜆𝑁
𝑎0
𝑎1
𝑎2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑓1
...
𝑓𝑁
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.10)

where 𝜙𝑖𝑗 is the value of the RBF according to the distance from the
vertex 𝑖 to vertex 𝑗, 𝑥𝑖 and 𝑦𝑖 are the coordinates of the centre points, 𝑎0 is
the constant coefficient, 𝑎1, 𝑎2 are linear coefficients of the linear expression
𝑎0 + 𝑎1𝑥+ 𝑎2𝑦. The 𝑓𝑖 variables are function values of given vertices and 𝜆𝑖
is unknown RBF weight to solve.

This matrix can be further rewritten more compactly:[︃
A P
PT 0

]︃ [︃
𝜆
a

]︃
=
[︃

f
0

]︃
(3.11)

where A is an RBF submatrix, P is a polynomial submatrix, a is a
polynomial coefficient subvector, and f subvector contains the interpolat-
ed/approximated function values.

It is sufficient to fill the equation and get good results in practice. The
problem, however, is more theoretical. The issue lies in the different units
used in the matrix, 𝜙𝑖𝑗 is some form of distance, which went through the RBF
function (the units are somewhat unknown in the case of Gaussian RBF, it
is something like "exponential metres" (𝑒𝑚) if all constants are discarded.
However, the 𝑥𝑖 and 𝑦𝑖 are in function domain units, usually metres (𝑚).
However, this mix of apples and oranges leads to theoretical problems, which
are often not mentioned at all [54].

We have studied RBF to some depth [19–21,76,77,84] and can see some
potential of it for the approximation purposes. As far as I know, there was no
usage of RBF approximation methods used in the muscle modelling field. My
current contribution to applying RBF approach to muscle modelling problem
is described in the article "Non-planar Surface Shape Reconstruction from a
Point Cloud in the Context of Muscles Attachments Estimation" [46], where
RBF is used to reconstruct a surface from the set of attachment points.

This chapter explored some of the approximation and interpolation meth-
ods, which may be used for data preprocessing but also as a part of some
muscle modelling techniques. The first one is the finite element method
(FEM), used mainly for modelling various physical phenomena, including
muscle modelling. Even FEM uses an approximation method to work.
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Chapter 4

Finite element method

The finite element method [5, 51] (FEM in short) is an option to perform
physically accurate modelling. It has been successfully used to solve heat
transfer problems [75], fluid dynamics [13] and more. Recently, George-
Ghiocel et al. [31] used the stress and strain approximation approach in
Storz coupling in fire hose coupling.

The mathematical formulation is described first to understand the basics,
because partial differential equations (PDE) often define these problems.

4.1 Problem formulation in strong form
It is best to start with the most straightforward problem and work out
the most general problem. The so-called "strong" form defines the problem
strictly. The weak form will follow afterwards. The easiest problem to discuss
is solving the Laplace equation.

4.1.1 Laplace equation
Laplace equation is a basic second-order partial differential equation mainly
describing situations of equilibrium and also time-independent phenomena.
The Laplace operator has already been described in section 5.5.2; however,
it will be described in more detail here.

The Laplace operatorΔ is also used for this purpose, but there it is
assumed it is zero everywhere. This assumption also means that there are
no sources or sinks, where the observed phenomenon could "enter" or "exit"
the enclosed observed space. In other words, a closed system is assumed.

∇2𝜓 = ∇ · ∇𝜓 = Δ𝜓 = 0 (4.1)
It is also true that the divergence of the gradient is another definition

of the Laplace operator. The definition (4.1) states that there is no source

19



or sink anywhere in the field because the divergence operator is zero every-
where. If the inner gradient terms are considered, there are no sources or
sinks of gradients in the field, implying the function has to be linear. In other
words, the curvature of the function has to be zero (in a single variable func-
tion case, the osculation circle has to have an infinite radius everywhere).
This restriction seems to be fairly strict, so more complex equations follow.

4.1.2 Poisson equation
The Poisson equation is a Laplace equation, but with the non-zero right side
of the equation, so it is defined:

Δ𝜓 = 𝑓 (4.2)
The unknown function here is 𝜓, 𝑓 function is known. When this equation

is compared with the Laplace equation 4.1, it can be noticed that the 𝑓
function describes the curvature of the 𝜓 function. As an example, if 𝑓
is a constant everywhere. The 𝜓 function describes a circle or sphere, or
hypersphere depending on the number of 𝜓 parameters. The function 𝑓 may
be called a "source term" because the positive value forces the 𝜓 function to
be convex (in many circumstances, a "hole") as well as the negative function
forces the 𝜓 to be concave (basically said a "hill").

The equation 4.2 also describes the relationship between second-order
derivative and a "constant" (meaning some independent term to 𝜓). Some
relation, however, may be needed between second-order derivative, first-order
derivative, function 𝜓 itself (zero-order) and "constant" term.

4.1.3 Second-order partial differential equation
In general, a second-order partial differential equation is defined in two vari-
ables as follows:

𝐴𝜓𝑥𝑥 + 2𝐵𝜓𝑥𝑦 + 𝐶𝜓𝑦𝑦 +𝐷𝜓𝑥 + 𝐸𝜓𝑦 + 𝐹𝜓 +𝐺 = 0 (4.3)
The subscript notation indicates partial derivative by subscripted vari-

able. If 𝐵 = 𝐷 = 𝐸 = 𝐹 = 𝐺 = 0 and 𝐴 = 𝐶 = 1, the Laplace equation
is obtained. If 𝐺 ̸= 0 is allowed, then it becomes a Poisson equation. If un-
known function 𝜓 would have more variables, more terms will be involved
(quadratic growth).

The mentioned problem is the most general and complicated case, so in
this technical report, we will limit ourselves only to the following equation:

𝐴Δ𝜓 +𝐵∇𝜓 + 𝐶𝜓 = 𝐷𝑓 (4.4)
Second derivatives over multiple different variables are not allowed, and

second and first-order derivative merging is not allowed, so each order is
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multiplied with a single constant (𝐴 and 𝐵). The expression is also called
mixed partial derivative.

The ratio between second-order and first-order terms are specified by
Péclet number [89], which is defined related to 4.4 as:

𝑃𝑒 = 𝐵

𝐴
⇒ Δ𝜓 + 𝑃𝑒∇𝜓 + 𝐶

𝐴
𝜓 = 𝐷

𝐴
𝑓 (4.5)

In other words, it is a rate between advection and diffusion.

4.2 Boundary condition
A certain number of boundary conditions must be known to solve the dif-
ferential equation problem. The problem can be illustrated in a simple case.
Suppose the equation 𝜓′ = 0 on domain ⟨0, 1⟩. The formulation tells the
derivation is zero, so the single-parameter function is constant – the prob-
lem is to figure out the constant term. Because there would be an infinite
number of solutions, a single boundary condition at a single 𝑥 is required
to reduce the degree of freedom. If 𝜓(0.3) = 1.6 is defined, for example, the
function is defined as 𝜓(𝑥) = 1.6 ∀𝑥 ∈ ⟨0, 1⟩.

Similarly, suppose the equation 𝜓′′ (𝑥) = 0. The equation states that
second derivation is zero; in other words, the function is linear. To define a
linear function, two boundary conditions have to be known, and also one of
these two options:

1. 𝑥1, 𝑥2 ∈ 𝐷𝜓, 𝑥1 ̸= 𝑥2 : 𝜓 (𝑥1) = 𝑎 ∧ 𝜓 (𝑥2) = 𝑏

2. 𝑥1, 𝑥2 ∈ 𝐷𝜓, 𝑥1 ̸= 𝑥2 : 𝜓′ (𝑥1) = 𝑎 ∧ 𝜓 (𝑥2) = 𝑏

The first option means that two values for two different points are known.
Second the single function value and one first derivative value are known. It
is not enough to know two first derivative values, as these two values have
to be equal to the definition of the problem.

To simplify the explanation in the further text, let us call each boundary
condition by its name. If the boundary condition restricts function value,
it is called the Dirichlet (D) boundary condition. In the other case, if the
first derivative is known, it is called Neumann (N) boundary condition. The
naming is by their inventors – german mathematicians Johann Peter Gustav
Lejeune Dirichlet (1805-1859) and Carl Gottfried Neumann (1832-1925).

So in the simple problem, either two Dirichlet or one Dirichlet and one
Neumann boundary conditions must be defined. Reasons come from the line
definition – determined by two points (D+D) or a point and a direction
vector (D+N).
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4.3 Weak formulation
Because solutions of PDEs can be quite complicated (e.g. (4.5) written in
the strong form), the weak formulation takes its place. In weak formulation,
each term by a test function 𝑣 is multiplied and resulting product over the
whole domain is integrated. So equation 4.5 will be rewritten in the weak
form to: ∫︁

Ω
Δ𝜓𝑣𝑑x + 𝑃𝑒

∫︁
Ω
∇𝜓𝑣𝑑x + 𝐶

𝐴

∫︁
Ω
𝜓𝑣𝑑x = 𝐷

𝐴

∫︁
Ω
𝑓𝑣𝑑x (4.6)

It is a tradeoff between the need for test function 𝑣 and linearising the
equation in some sense that one can solve approximately by linear approx-
imation methods. The test function 𝑣 describes the changes of the model
which is allowed – for example, the movement of the effector in a deforma-
tion problem or heating node or group of nodes in a heat flow problem.

The main advantage of the weak form in the FEM is that the integral
over a whole domain may be substituted with the sum of integrals over each
element. The integrals through all elements are simpler to solve because they
are just approximations (mainly linear functions) of the original problem.
The single-dimensional problem will now be described.

4.4 One-dimensional problem
At first, the focus is on the elementary one-dimensional problem to better
look at the problem itself. Assume a real problem modelled by equation 4.5
(4.6 in weak form). A real-life example that may be modelled this way is
a heat transfer of fluid in the tube, where the fluid is dynamic. The tube
is considered with an infinitely small radius or a laminar flow only, ensur-
ing problem one-dimensionality. Because of that, the function 𝜓 is a single
variable function 𝜓 (𝑥).

4.4.1 Discretization
As the finite element method comes in place, the considered space needs to
be discretized into intervals small enough to reach the desired approximation
error. There are many approaches to space discretization. Uniform sampling
is very simple but may neglect important function features [21] (for example
extrema points, inflex points, stationary points and more), regularity is also
sometimes not satisfactory.

If the input data discretization is sparse or unsuitable for a given problem,
the approximation and interpolation methods from chapter 3 will take place
on the data as a preprocessing step. The interpolation is, however, also used
as an integral part of the FEM. For further explanation purposes, the linear
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interpolation method will be used1. However, let us point out that using a
different estimation is no big issue. It is enough to extend the ideas described
in further text.

In the following text, the discretized domain variables will be denoted as
𝑥1, 𝑥2, . . . 𝑥𝑛, so one-based indexing of 𝑛 domain nodes. Also, 𝑔𝑑 notation is
used for a discretized version of any function 𝑔.

Some basic functions have to be chosen to approximate function 𝜓, or
in other words, a set of functions, which linear combination produces the
discretized function 𝜓𝑑. There are many choices, e.g. 𝑠𝑖𝑛 and 𝑐𝑜𝑠 functions
getting Fourier approximation (see section 3.4), radial basis functions (see
section 3.5 or [21] [10]) family of functions or even more complex functions,
but here the simple to explain (but also complex enough to work in practice)
set of functions to explain are triangular functions.

4.4.2 Triangular basis
A triangular function is defined by three points 𝑎, 𝑏 and 𝑐 as follows:

Λ(𝑥) =

⎧⎪⎪⎨⎪⎪⎩
𝑎−𝑥
𝑎−𝑏 , 𝑎 < 𝑥 ≤ 𝑏
𝑥−𝑐
𝑏−𝑐 , 𝑏 < 𝑥 < 𝑐

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.7)

1

0

a b c

Figure 4.1: Triangular function Λ(𝑥) with parameters 𝑎, 𝑏 and 𝑐.

and is also illustrated in Fig. 4.1. This function has compact support –
the value is non-zero in a limited interval only. From the definition it can be
seen that this function is piecewise linear (four linear segments) with Λ(𝑥 <
𝑎) = Λ(𝑥 > 𝑐) = 0 and Λ(𝑏) = 1. The trick here is that a linear combination
of multiple Λ functions (basis) with different 𝑎, 𝑏 and 𝑐 (this can be seen in
Fig. 4.2) for each basis function can be done. Hence, obtaining a piecewise

1It reaches enough precision (better than the constant approximation) and is simple
enough to explain to the reader.
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linear function with more and more segments (depending on the number
of basis functions) means approximating more complicated mathematical
functions with lower approximation error. The result of the method is a set
of weights of a linear combination of all functions (in this case, Λ(𝑥)).

x1 x2 x3 x4 x5 x6

b1
b2
b3
b4

Figure 4.2: Triangular basis functions 𝑏1, . . . , 𝑏4 on domain 𝜓𝑑 with 𝑛 = 6,
values 𝜓𝑑(𝑥1) and 𝜓𝑑(𝑥6) are fixed by Dirichlet boundary conditions at zero.
Idea adapted from [8].

4.5 Multidimensional triangular basis
As far as one-dimensional triangular basis were explored in section 4.4.2,
the more complicated 2D triangular basis description will be described. To
generalize the approach into higher dimensions, the transformation is similar
to that from 1D to 2D.

4.5.1 2D triangular basis
Solving the problem (in any dimension) requires some kind of tesselation of
the input space. The most common approach involving triangles is Delau-
nay triangulation; however, a general division into triangles (or simplices in
higher dimensions) is also possible, as you can see in Fig. 4.3. The FEM also
allows the usage of different shapes than simplexes; often, rectangles, cuboids
etc., are used. These shapes require different elements (single functions). For
the sake of simplicity, we stick in this report just with simplexes.

The elements will surely be more complex, as far as there are two dimen-
sions there. By induction, the one-dimensional approach will be extended
using the same idea to two dimensions. Each basis function 𝑏𝑖 was piecewise
linear, with value 1 at a specific point 𝑥𝑖 and zero elsewhere on each sample.
So the conditions for all basic functions are:
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Figure 4.3: General 2D tesselation – triangulation.

∀𝑖, 𝑗 ∈ {1, . . . , 𝑛} 𝑏𝑖(𝑥𝑗) =
⎧⎨⎩1, 𝑖 = 𝑗

0, 𝑖 ̸= 𝑗
(4.8)

In this sense, basis functions are defined in two dimensions with the same
properties. To do so equation 4.8 is used and single scalar argument 𝑥𝑗 is
replaced by two parameters 𝑥𝑗𝑥, 𝑥𝑗𝑦 (two cartesian coordinates 𝑥 and 𝑦 of
the node vector x𝑗). However, each 𝑏𝑖 on a domain R2 has to be defined, not
just for 𝑛 discrete points and even with the piecewise linear property.

The trick to solving this problem is taking into account only adjacent
triangles of the corresponding basis node and scaling the codomain of these
triangles into ⟨0, 1⟩ interval. Elsewhere the value will be zero. The function
𝑏𝑖 will be obtained with compact support again.

The approach is illustrated in Figure 4.4. Value at node [𝑥𝑗1, 𝑥𝑗2] equals
one (node surrounded by red color = 1). Then the value is linearly inter-
polated according to adjacent triangles (outlined by black colour) perpen-
dicularly to opposite edges, where the value of the function 𝑏𝑗 reaches zero
(green colour). On the function domain outside the adjacent triangles, the
function is also zero (green).

The last step is taking a linear combination of 𝑏𝑖 to produce a two-
dimensional interpolating triangular surface over the domain of 𝜓.
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[xj1,yj2]

Figure 4.4: An illustration of single basis function 𝑏𝑗 with compact support
using heightmap (0–green, 1–red). The bold area has the value 0 on the
outside vertices and one on the inside vertex.

4.6 Examples
Implementation in GNU Octave has been chosen for the finite element
method mainly because of its rapid prototype development in combination
with its GPL licence. At first, we will look at the one-dimensional problem
because it is the most simple case to discuss.

4.6.1 One-dimensional problem
As a simple example, a heat distribution along a 1D approximation of a rod
has been selected. There are two boundary conditions specified on both ends
of the rod. The first end has a predefined temperature of 0 ∘C; the second end
loses one degree Celsius every second (its derivative is −1). These conditions
are mathematically described in Equ. (4.9). In the case of a single dimension,
the unknown function 𝜓 has only a single scalar parameter of 𝑥.

𝜓 (0) = 0 𝜓′ (1) = −1 𝜓′′ (𝑥) = 1 (4.9)

The problem to solve is a second-order partial differential equation, so
it is required to have two boundary conditions (D+D or D+N). The rod
domain is ⟨0, 1⟩, and the discretization is random using 100 samples (with
explicitly defined 0 and 1 as a part of the sample set).
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To check the result, the problem is also analytically solved. The two
boundary conditions are known and also second derivative being one on the
whole domain. It is also known that if the second derivative is constant, it
produces a parabolic function in equation (4.10).

𝜓 (𝑥) = 𝑎𝑥2 + 𝑏𝑥+ 𝑐 ⇒ 𝜓′ (𝑥) = 2𝑎𝑥+ 𝑏 ⇒ 𝜓′′ (𝑥) = 2𝑎 (4.10)

From the formulation above, variable 𝑎 = 1
2 , 𝑏 can be computed from

−1 = 2𝑎𝑥+ 𝑏 = 21
21+ 𝑏⇒ 𝑏 = −2 and 𝑐 will be 0 = 𝑎*0+ 𝑏*0+ 𝑐⇒ 𝑐 = 0.

The parabola equation is hence 𝑦 = 𝜓 (𝑥) = 1
2𝑥

2−2𝑥 with roots 0 and 4 and
center on [2,−2]. I can argue that part of the parabola in Fig. 4.5 may be a
good approximation of a part of the parabola 𝑦 = 1

2𝑥
2 − 2𝑥 as far as there

is no evidence against this hypothesis. The analytic function 𝑦 = 1
2𝑥

2 − 2𝑥
is also shown in Fig. 4.5 in red.
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Figure 4.5: One-dimensional advection-diffusion problem with Dirichlet
boundary condition 𝜓 (0) = 0 and Neumann boundary condition 𝜓′ (1) =
−1. The blue curve is calculated using FEM, the analytical function in red.

Listings 4.1 shows the relevant Octave source code. The program exe-
cutes with a single parameter, Péclet number 𝑃𝑒, but its default value is 1.
At first, the count of samples on the domain and constants dirichlet=1 and
neumann=2 are specified. The fourth line prepares the equation’s right-hand
side by heat sources applied to each element (linear segment). Splitting the
domain to the defined number of nodes randomly with uniform distribu-
tion (to demonstrate the dependency of the solution on the discretization
method) is the next step, but one can choose uniform sampling. After linear
system allocation, each element is assembled into a global matrix diff_op,
describing discretized first derivative operator. Each element is described
via a small matrix containing derivatives of corresponding two non-zero ba-
sis functions at the element. The 𝑃𝑒 value is also involved in the creation of
each element.

When this is done, at the thirteenth line, boundary conditions are speci-
fied, Dirichlet 𝜓 (0) = 0 (at node with index 1) and Neumann 𝜓′ (1) = −1 (at
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last node count). To set up these boundary conditions, iteration over all of
them are performed, and it is also determined which condition is which type.
In the case of the Neumann condition, the value from the right-hand side
(this is fairly simple, that is why we can refer to the FEM-related literature
about Neumann boundary condition as "natural") is subtracted.

On the other hand, much more for the Dirichlet condition (for every
problem, we need at least one Dirichlet boundary condition, which is why
some FEM-related literature called this type of condition "essential") has to
be done. It is required to set the previously unknown value to the specified
one (by setting the corresponding row and column to zero, leaving the value
"one" on the diagonal. The other way around is just putting out the row and
column from the equation) and correct the right-hand side of the equation
(lines 19 and 22). Finally, the equation can be solved, and the result is
plotted.

1 function fem1d( peclet =1)
2 count = 100;
3 [dirichlet , neumann ] = (@() size ([1 ,2]))();
4 sources = 1.* ones (1,count -1);
5 domain = [0 sort(rand (1,count -2)) 1];
6 right_side = ( diff_op = zeros(count))(: ,1);
7 for e=2: count
8 idel = peclet ./( domain (e)-domain (e -1));
9 pos =[e-1,e];

10 diff_op (pos ,pos)+=[- idel idel; idel -idel ];
11 right_side (pos)+= sources (e -1) *.5.*[1;1]./ idel;
12 endfor
13 conds = [dirichlet ,1 ,0; neumann ,count , -1];
14 for i=1: size(conds ,1)
15 pos = conds(i ,2);
16 if conds(i ,1) == neumann
17 right_side (pos) -=conds(i ,3);
18 elseif conds(i ,1) == dirichlet
19 right_side -= conds(i ,3)* diff_op (:, conds(i ,2));
20 diff_op (:, pos)= diff_op (pos ,:) =0;
21 diff_op (pos ,pos)=1;
22 right_side (pos)=conds(i ,3);
23 endif
24 endfor
25 sol= diff_op \ right_side ;
26 plot(domain ,sol ,’-ob’,’LineWidth ’,2,’MarkerFaceColor ’,

’g’,’MarkerSize ’ ,7);
27 axis equal;
28 endfunction

Listing 4.1: One-dimensional problem solution
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The result of the algorithm 4.1 (with 𝑃𝑒 = 1 leaving default to make
it less confusing) is shown in Fig. 4.5. Random sample distributions can be
seen in the figure, fixed values at zero to zero and also first derivate on one
set to −1, proving declared boundary conditions were satisfied.

So far, the results of FEM in one dimension have been shown, and results
were also verified. It is time to test more complex problems involving more
than one dimension.

4.6.2 Two-dimensional problem
A two-dimensional example may be a heat distribution problem on a 2D
plate. Let us assume a plate where the borders are fixed on 0∘C. The fol-
lowing example will show how it would end up when there is added heat to
half of the plate. There are two examples, one on the square plane and one
on the circular plane in Fig. 4.6 and Fig. 4.7, respectively. The square plane
has domain ⟨0, 1⟩ × ⟨0, 1⟩ and consists of 400 uniformly (in 2D) sampled
samples. The circular plane has a maximum radius of one, the distance from
the centre is uniform from zero to one, and the angle is linear, with a golden
ratio step (see equation (4.11)). For both the cases, the (artificial) problem
is 26𝜓′′ + 2𝜓 + 0.05𝜓 = 𝑓 (Péclet number 𝑃𝑒 = 1

13).
As the differential operator matrix is assembled for the one-dimensional

problem, the problem is that it has to be done the same in two dimensions.
And this is the purpose of the function first_derivative listed in 4.2. It
takes two input parameters: tri matrix of 𝑡 × 3 elements (where 𝑡 is the
number of triangles) containing in each line three indices describing triangle
structure; and also points matrix of 𝑛×2 elements, two coordinates in each
line. The function produces a differential operator matrix A.

The code starts with preparing variables for the readability of the code.
Variable dim will contain the dimension of the problem (the code is further
also used in 3D), n is the dimension of the output square differential operator
matrix A, allocated afterwards at line 4.
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Then, while the iterations over all triangles are performed, the lengths
of the triangle edges are calculated and then normalized. For each edge of
the triangle, dj element is created and put into global matrix at positions
ds and dt. The local matrix derives from the derivative of a single basis
function.

1 function A = first_derivative (tri , points )
2 dim = size(points ,2);
3 n = size(points ,1)*dim;
4 A = spalloc (n,n,dim*dim *3* size(tri ,1));
5 for i=1: size(tri ,1)
6 d= points (tri(i ,:) ,:)-points (shift(tri(i ,:) ,-1) ,:);
7 d./= sqrt(sum(d.^2 ,2));
8 for j=1:3
9 dj = d(j ,:) ’*d(j ,:);

10 ds = (1: dim)+( tri(i,j) -1)*dim;
11 dt = (1: dim)+( tri(i,mod(j ,3) +1) -1)*dim;
12 A(ds ,dt) -=A(dt ,ds) -(A(dt ,ds) -=dj);
13 A(ds ,ds) += dj;
14 A(dt ,dt) += dj;
15 endfor
16 endfor
17 endfunction

Listing 4.2: Matrix with first derivative of basis functions

In two dimensions, there is a need for some point distribution there. The
uniform distribution, Halton, random, and "spiral" distribution have been
tested.

The listings 4.3 shows dedicated Octave code to a uniform distribu-
tion problem. The function accepts one single parameter (number of desired
points, the requirement is that this is a square number) and outputs matrix
coords of size 𝑛× 2 containing 𝑥 and 𝑦 coordinates of each vector and also
matrix b of size 2× 𝑛 consists of boundary condition index and value.

1 function [coords ,b] = uniform (n)
2 sn = sqrt(n);
3 [x,y] = meshgrid ( linspace (0,1,sn));
4 coords = [x(:) y(:) ];
5 b = [2:sn -1 1:sn:n-sn sn:sn:n-sn n-sn +1:n;...
6 zeros (1,sn *4 -4) ];
7 endfunction

Listing 4.3: Uniform distribution with boundary conditions

To be able to solve the differential equation, one needs at least a sin-
gle Dirichlet "essential" boundary condition. The code designated for it is
at the listing 4.4. It accepts four parameters in total – A is differential op-
erator matrix, b is right hand side vector of the equation, dimension is
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self-explanatory (there it is 2, but it may be used for 3D as well) and bnds
is a list of Dirichlet boundary conditions.

At first, the code iterates over all of the conditions. For each of them, it
stores the value at the given node. Next, in the inner loop, the right-hand
side and A matrix are modified by zeroing the corresponding row and column
except the diagonal; there will be one value. Finally, both modified A and b
are returned.

1 function [A,b] = dirichlet (A,b,dimension ,bnds)
2 for i=1: size(bnds ,2)
3 val = bnds (2,i);
4 for j=( dimension *bnds (1,i)-dimension +1): dimension *

bnds (1,i)
5 b-= val*A(:,j);
6 A(:,j)=A(j ,:) =0;
7 A(j,j)=1;
8 b(j)=val;
9 endfor

10 endfor
11 endfunction

Listing 4.4: Function which sets up Dirichlet boundary conditions

The code above can fix the particular node at a selected value. Domain
nodes can also be discretized programmatically. The code to assemble the
differential operator has already been shown, so it is time to put it all to-
gether. There is the main function which has a single input parameter in
listings 4.5 – while non-zero, it loads the data from files. Otherwise, it gen-
erates them by uniform distribution already discussed and shown at listings
4.3. When the data are loaded or created, the differential operator is cre-
ated, and the right-hand side of the equation is set to one for each node in
which the 𝑦 coordinate is above average. Else it is set to zero. The problem
26𝜓′′ + 2𝜓 + 0.05𝜓 = 𝑓 (Péclet number 𝑃𝑒 = 1

13) is specified and Dirichlet
conditions loaded/created are applied. In line 20, the linear system equa-
tion problem is solved, and the results are rearranged to fit correctly into
visualization, which is done afterwards (depending on the data dimension).
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1 function fem2d(load =1)
2 if load ~=0
3 tri = csvread (’tri.csv ’);
4 points = csvread (’points .csv ’);
5 bnds = csvread (’bounds .csv ’) ’;
6 else
7 bound = [-1 -1; 1 1];
8 count = 20;
9 sources = zeros(count .^2 ,1) +1;

10 [points ,bnds] = uniform (count .^2);
11 points = points .*( bound (2 ,:) -bound (1 ,:))+bound (1 ,:);
12 tri = delaunay ( points );
13 endif
14 dim = size(points ,2);
15 A = first_derivative (tri , points );
16 b = zeros(size(A ,1) ,1);
17 b+= repmat ( points (: ,2) ’>mean(points ,1) (2) ,dim ,1) (:);
18 A =(0.05* eye(size(A))+2*A+26*A*A);
19 [A,b]= dirichlet (A,b,dim ,bnds);
20 x=sqrt(sum( reshape ((A\b),size(points ,2) ,size(points ,1)

) ’.^2 ,2));
21 if dim ==3
22 trisurf (tri , points (: ,1) ,points (: ,2) ,points (: ,3) ,-x);
23 axis equal off;
24 elseif dim ==2
25 trisurf (tri , points (: ,1) ,points (: ,2) ,-x);
26 endif
27 endfunction

Listing 4.5: Main function

Now, the results of the implemented FEM method in two dimensions
follow. At first, the result of the unmodified code is in Fig. 4.6. The part
where 𝑦 is above average (𝑦 > 0, right part of the image) is deformed much
more because the right-hand side was 1 there (it is like a heat distribution
problem with some heat sources on the right side of the image). The Dirichlet
boundary conditions are set from the code – zeroes on each point on the
domain boundary.

The program can be modified to use some different distribution. In the
Fig. 4.7, the points were generated in a "spiral" kind of shape, mathematically
speaking like this:
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x𝑖 = 𝜅
(︂
𝑖

𝑛
, 𝑖𝜙

)︂
𝑖 ∈ {1, . . . , 𝑛}, 𝜙 = 1 +

√
5

2 (4.11)

𝜅 (𝑟, 𝜃) = [𝑟 cos 𝜃, 𝑟 sin 𝜃]

where vector function 𝜅 converts polar coordinates to cartesian ones,
and 𝜙 is a golden ratio, providing good distribution in the circular area. As
it can be seen, the choice of distribution may be significant. In the circular
example, the more dense centre shows some phenomena which are not visible
otherwise.

4.6.3 Surface model problems
The simplest example on a triangular surface mesh is performing a heat
distribution over it.

Figure 4.6: Tesselation of uniformly sampled 2D space with heat distribution.
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Figure 4.7: Tesselation of a spiral with heat distribution.

In this particular case, the data has been loaded instead of generated
(using the parameter of the program 4.5 were non-zero) because the creation
of a realistic surface model data automatically is a complicated task. For
testing purposes, a model of man has been used, illustrated in Fig. 4.8.
Head and body area (𝑦 > 𝑦) have a right-hand side of the equation set to
one. Also, the nose area is "anchored" by Dirichlet conditions on two nodes.

Figure 4.8: A heat distribution on a complex surface triangular mesh.

Application of the "essential" boundary conditions causes the values to
transition around the nose and in the belt area, where the right-hand side
of the equation drops from one to zero (from right to left). The detail of
diffusion phenomena is shown in Fig. 4.9.

Figure 4.9: Diffusion phenomena in the belt area (detail of Fig. 4.8).

There is the opportunity to load a different model or even tweak the
parameters of the partial differential equation in the code described above
to approximate the solution of various problems.
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Chapter 5

Existing methods

There are many methods of performing modelling of human movement and
muscle modelling. These methods can be classified by the dimension they
operate. The first methods are methods in one dimension, modelling muscle
by a line, curve or set of lines/curves.

An exhaustive review of state-of-the-art methods has been recently done
by Dereshgi et al. [23] and also previously by Lee et al. [52]. Although they
seem to briefly summarise many currently existing methods, only a citation
is needed. This paper covers fewer methods in more depth. Moreover, the
statement by Dereshgi et al., "Although mechanical properties of muscles
such as force, power, and work are well known", [23] shows a considerable
overestimation of the current state-of-the-art, considering the exhausting list
of recently published papers about the topic.

Description of the basic ideas of muscle modelling and some of the most
appropriate methods follow.

The main distinction of muscle modelling is between forward and inverse
kinematics approaches. The forward kinematics simulates the electrical ex-
citation of the muscle cell, cell response, fibre response and muscle response
in total. The latter simulates the muscle motion the other way around. We
need to know the "result" (bone motions in general) to do inverse kinemat-
ics. Furthermore, the goal is to figure out how the muscle has to change to
produce the motion. The ultimate task (which is not addressed here) is to
figure out the electrical excitation of all muscle units; hence, figure out all
of the internal muscle force. All of this allows performing direct kinematics
simulation of the given muscle. However, this report aims mainly to describe
inverse kinematics methods; hence, further details are omitted. More details
can be found in Ezati et al. [26].

For this purpose of modelling, the muscle model is further approximated
with a limited set of lines or curves (approximating the real muscle fibres),
with the same direction as it is on real muscle (because the real muscle is
anisotropic).
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5.1 Hill-type model
The main idea behind the Hill-type models is to approximate the real muscle
fibre by the triplet of parallel, serial and contractile elements. It is the most
basic and probably the oldest mathematical model of the muscle presented
by Hill [37] in 1938. He experimented on frog muscles and described the
muscle contraction dynamic (supported by experiments) by the equation:

(𝐹 + 𝑎) 𝑣 = 𝑏 (𝐹0 − 𝐹 ) (5.1)

where 𝐹 denotes the current muscle force, 𝐹0 is the maximum strength
of the muscle, 𝑎 is in the units of force and depends mainly on the maxi-
mum strength of the muscle (thus, indirectly on muscle size, mainly on the
cross-sectional area), meaning that 𝑎

𝑃0
is a constant, even disregarding the

temperature of the muscle. Variable 𝑏 is in velocity units and is a constant
(assuming constant temperature). The constant will increase in higher tem-
peratures, allowing quicker muscle contraction. It is also proportional to the
muscle length 𝑙 (the measurement parallel to the muscle fibre from one at-
tachment area to the other, 𝑏

𝑙
is a (nearly) constant). Variable 𝑣 denotes the

velocity of the shortening.
The equation (5.1) may be written also as:

(𝐹 + 𝑎) (𝑣 + 𝑏) = 𝑐𝑜𝑛𝑠𝑡. (5.2)

It means that the load 𝐹 and velocity 𝑣 are inversely proportional, so a
more significant load will be moved slower.

The main problem here is that the 𝑎 and 𝑏 variables are hard to obtain
for each muscle in the human body [37]. The next problem of this model
is that muscle shape varies from person to person. Another problem here
is (due to contraction) the cross-sectional area (the most significant area
parallel to every fibre in the muscle) and length changes during the muscle
activity; thus, 𝑎 and 𝑏 also.

According to Hill, "when a muscle shortens, in a tetanically maintained
contraction, it liberates extra energy in two forms, (i) as "shortening heat",
in amount proportional to the shortening, and (ii) as external mechanical
work. The shortening heat is independent of the load, and therefore of the
work done and the shortening speed." [37]. This idea was to model muscle
fibres using three elementary units, sufficient energy, shortening heat and ex-
ternal mechanical work, arranged in a series-parallel connection. The model
is shown in Figure 5.1.

The Hill model [37] has been improved significantly. The main addition
was parallel element addition [91] in 1989. The improvements are called "Hill-
type" models. The next addition is also a viscous damping element [42].
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Figure 5.1: Hill-type model of a muscle fibre [2]. PEE = parallel element,
SEE = serial element, CE = contractile element, 𝛼 - pennate angle.

This Hill model has been proved to be insufficient to calculate internal
muscle forces in some cases. According to Modenese et al., "from the me-
chanical point of view, this (Hill-type model, author’s note) is a valid rep-
resentation of a three-dimensional muscle only as long as the line segments
pass through the centroids of the force distribution in the considered mus-
cle sections" [61], which proved to not to be the case very often. Moreover,
Martins et al. show that there are some "medical applications with muscle
structures that are not reducible to 1D (like the muscles of the pelvic floor
[...] and the diaphragm that separates thorax and abdomen)" [58]. Valente
et al. [83] added that the muscle modelling using only a single line segment
could produce errors of muscle force estimation up to 75% (while modelling
gluteus minimus muscle). The solution is to model the muscle fibre using
more complex curves.

There are still some applications of the pure Hill-type models [11]. How-
ever, the issue is to find the model variables 𝑎, 𝑏 and pennate angle 𝛼. That
is why methods do not model musculoskeletal model using Hill-type fibres
nowadays, but instead incorporate the Hill-type fibre model idea into differ-
ent approaches (PBD, FEM ...), trying to find the variable values or at least
mimic the Hill-type model behaviour using fewer parameters.

5.2 Via-points
A via-points approach works on a predefined set of points. This set of points
defines where the muscle fibre model should go through. When performing
inverse kinematics movement, the goal is to reduce the number of intersec-
tions, mainly the muscle model with the closest adjacent bone model.

There are many options on how to define these points. The most common
ones are points directly fixed to a bone, so whenever the bone moves, the
point moves accordingly. The second option is that the point is present only
if a condition is met (for example, if the joint flexion angle is more than 𝑥),
so the natural shape of the fibre model is partially restored. The third option
is a point which may move depending on some state (for example, depending
on some angle, typically between two bones), following a predefined curve
(see Fig. 5.2. These three variants are used in OpenSim modelling software).
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Figure 5.2: Via-points control curve inside a muscle [39]

There are, however, some catches. The first obvious one lies in the via-
points definition. There has to be an approach to define these points because
the user-defined points will be time-consuming for the physician and costly
and subjective. The second main problem is that the fibre models may in-
tersect other models or even self-intersect no matter what. Furthermore,
the resulting muscle fibre model will not be smooth in some cases. Mod-
enese stated that "straight-lines representation of muscles surrounding the
hip joint was limiting the accuracy of hip contact force predictions" [61]. The
better approach maybe not go through a set of points but "wrap around" a
predefined set of geometric objects [30].

5.3 Wrapping obstacles
The wrapping obstacles approach has been developed to address some of the
abovementioned problems. Some of the problems are still present:

• The geometric objects must be specified in the same fashion as the
via-points.

• In the case of wrong curve selections, the intersection problem stays.

The improvement is in the smoothness of the curve. A curve which wraps
around a sphere will be smooth even in the worst case, which cannot be said
about the via-points approach. The wrapping around a cylinder is illustrated
in Figure 5.3.

The main issue here is that infinitely many curves wrap around a volu-
metric object. From these curves, we can select the shortest one, the one with
the least average curvature, maximum curvature etc. The selection depends
mainly on the application (on the required precision, computing power etc.).
The issue is even more present in some extreme bone arrangements.

The wrapping obstacles approach has been used (concerning muscle mod-
els) by, e.g. Lloyd et al. [56] and Kohout et al. [45]. Lloyd et al. wrap around
an arbitrary geometrical model, subdividing the curve into segments divided
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Figure 5.3: Wrapping obstacles approach. A line of action is wrapped around
a single cylinder [45].

by knots with elastic forces to draw the knots together and keep them from
penetrating obstacles. The latter (and significantly older) approach is limited
to the sphere, single-cylinder and sphere-capped cylinder.

5.4 Finite element method
The finite element (FE) method has already been described in detail in
chapter 4; however, its application for the muscle modelling problem has
been omitted until now. For some reference, the most relevant approaches
are described in chronological order.

Although multiple FE methods were published dealing with soft tissue
modelling, the first paper on musculoskeletal modelling using the FE method
is probably from Martins et al. [59] published in 1998. They incorporated the
Hill-type model into their FE model (however, the same coauthor in 2006
showed that the Hill-type model might be insufficient in some cases [58]).
They divided brachialis muscle into 4050 tetrahedra and assumed constant
material constant (not considering muscle anisotropy). The external force
has been applied just to an arbitrary part of the muscle ("right end").

Delp and Blemker [22] in 2005 used a template, which is then projected
onto the target mesh. The projected template is then deformed using the
finite element method. They consider the resolution of magnetic resonation
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(MR) imaging of that time for template creation. To find out the boundary
condition, they identified the tendon region from MR (the complete process
is not described in detail, but I assume that some manual effort is necessary
because of the phrasing "using [...] and knowledge of anatomy"). As a basis
function for the FEM, they use Bernstein Basis Functions, which have been
proven to approximate in the limit (in the sense of Weierstrass theorem) any
continuous function defined on a finite interval.

Boubacker et al. [9] did a considerable amount of work to publish a
survey on this topic and serves the purpose of a good problem introduction.
However, it is worth noting that it was published in 2006. Therefore, some
information there is obsolete.

Oberhofer et al. [66] in 2009 used cubic Hermite interpolation function
in their FE approach to ensure 𝐶1 smoothness of the model. Moreover, the
boundary condition in attachment areas is used with the via-point approach
(see section 5.2) to ensure no muscle penetrates any bone. These via-points
are then integrated into the FE itself. The objective function consists of a
distance between landmarks and targets and a Sobolev smoothing constraint.

Kaze et al. [24] in 2017 used FE to divide the model using tetrahedra.
The boundary condition has been derived from muscles using the anatomic
muscle attachment area. For the sake of simulating a tendon, a mass-spring-
like system has been adopted (further details below in section 5.5.1). Their
work’s main focus was to estimate maximal strain.

Wei et al. [88] in 2019 also used FE to model a human hand. They used
Nolan model [64] for hyperelastic soft tissue modelling (the main purpose
was to model the human skin accurately). Their work mainly focused on
analysing pressure generated by different hand grips.

Currently, there are many methods involving the pure finite element
method. Fougeron et al. [28] currently use FE for above-knee socket load
analysis. Using FE, Vila Pouca et al. [85] study muscle fatigue on a pelvic
floor. Sun et al. [81] models spine movement also using the FE method.

Although the FE methods may produce great results, the main problem
with FE methods is that they are difficult to set up because they require too
many parameters [73]. Also, a disadvantage of the FE methods is that they
are often hard to calculate. Fourgeron et al. [28] claim that their approach
runs on 2 CPU machines for 40 minutes, which is far from real-time sim-
ulation. Due to this fact, the FE methods are introduced briefly, probably
in less detail than they deserve. The main goal of this work to seek a faster
method (real-time if possible) with comparable results.

There are multiple other methods currently available for muscle mod-
elling (PBD, MSS), Moreover, some candidates will also be used for this
purpose (ARAP). They promise comparable results using a smaller amount
of computing power.
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5.5 Other optimalization problems
The following methods work on the function minimisation principle. The
optimisation is performed to find a geometric model (of muscle, muscle fibre)
respecting some restrictions (e.g. volume preservation, shape preservation,
fibre length etc.)

Some of the solutions go against each other. For example, if a muscle
is stretched, the fibre length restriction wants to shorten the fibres back,
but volume preservation wants to extend them to fill more space. Thus,
these restrictions are often weighted according to modelling requirements.
For all of the techniques, there are two common restrictions. The muscle is
attached to a set of bones, so adjacent parts of the muscle must be fixed to
the corresponding bone surface. Also, it is not appropriate for the muscle to
be able to penetrate the bone. A collision detection and response (CD/R)
form has to be implemented to avoid this issue. The following methods
will describe what is optimised and how, but these two restrictions may be
omitted because they are shared. Also, these restrictions are often threatened
as strict (the second one may be a bit relaxed), meaning that there is no
attachment displacement or collision should occur.

5.5.1 Mass-spring system
The mass-spring system (MSS) works as its name suggests, simulates com-
plex motion by masses (point of masses) connected via virtual springs. The
motion propagation is then done by transferring force through a series of
springs. The spring is described using not such a complicated equation:

F𝑖𝑗 = −𝑘d𝑖𝑗 (5.3)
Where F𝑖𝑗 is the force produced by the spring between 𝑖-th and 𝑗-th par-

ticle, variable 𝑘 denotes spring constant (force required to restore the spring
to its original shape per unit of spring extension). The spring displacement
is the variable d𝑖𝑗.

As far as the basic concept is not so complicated, there are many im-
plementations of the approach. One of them is from Georgii and Wester-
mann [32], who implemented this problem effectively on GPU.

There is a work from Aubel and Thalmann [3], using 1D mass-spring sys-
tem model for each muscle fibre model independently, however, with some
problems (mainly holes between the muscles). They also introduce angular
springs, which hold the angle between two spring segments. Main problem
with their work is their an almost lax attitute to collision detection: "At-
tempting to handle all muscle-muscle and musclebone collisions is unreason-
able. In our framework, preventing muscle-bone collisions is easy and fast
using repulsive force fields" [3]
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The most considerable work is from Janak [40], the other work that
combined mass-spring system and muscle modelling. He also considers the
muscle fibre models as a whole and does not threaten them independently.
Contrary to Aubel and Thalman, Janak’s work works on muscle fibre models
in continuous space. He decomposed the triangular mesh muscle model into a
muscle fibre model, and these fibres were sampled uniformly to obtain nodes
(masses) which he finally connected with edges (springs). His results show
that his approach may work partially, but the problem is also his collision
detection approach, where he approximated the surface mesh with spheres,
meaning "the collision response is not perfectly precise and therefore the
surfaces of the objects might partly intersect" [40].

The uniform sampling and connection between the mass points are il-
lustrated on Figure 5.4. It should be noted that the author also considered
randomisation and its consequences.

Figure 5.4: Mass-spring system, simulating a closer non-specified human
muscle. The problem is with a part below, which is not approximated what-
soever. Image is taken from [41].

Optimization

If the springs are placed correctly, it is sufficient to optimise for spring length
(respecting two common restrictions). In this case, we solve for:

𝑚𝑖x′′
𝑖 + 𝑐x′

𝑖 +
∑︁

∀𝑗∈N𝑖

F𝑖𝑗 = F𝑒
𝑖 (5.4)

where 𝑚𝑖 is 𝑖-th particle mass, x𝑖 is its position, 𝑐 is a damping coefficient,
N is a neighbourhood of 𝑖-th node, F𝑖𝑗 is a force of the spring, and F𝑒

𝑖 is an
external force vector. The damping coefficient 𝑐 can be calculated using the
formula [41]:
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𝑐 = 2
√︃

2𝑚
(︂

2 + 4
𝑘𝑎

)︂
(5.5)

where 𝑘𝑎 is average stiffness. The exact solution can be obtained using
integration over time. For computational purposes, it is sufficient to approx-
imate the solution using finite differences, with a short time step 𝑑𝑡. The
result is as follows:

x𝑖 (𝑡+ 𝑑𝑡) = F𝑇
𝑖 (𝑡)
𝑚𝑖

𝑑𝑡2 + 2x𝑖 (𝑡)− x𝑖 (𝑡− 𝑑𝑡) (5.6)

F𝑇
𝑖 (𝑡) = F𝑒

𝑖 −
∑︁

∀𝑗∈N𝑖

F𝑖𝑗 − 𝑐
x𝑖 (𝑡)− x𝑖 (𝑡− 𝑑𝑡)

𝑑𝑡
(5.7)

This approach’s main problem is its setup (variable 𝑘 may vary between
springs). This approach also does not preserve the original volume of the
model, which is one of the desired outputs for muscle modelling. This could
be probably solved using the approach described by Hong et al. [38], however,
it would increase computational time dramatically.

5.5.2 ARAP
ARAP [79] stands for As-Rigid-As-Possible and is a method of finding min-
imal non-rigid transforms in the surface mesh. Its main contribution is that
no internal structure is needed (for comparison, see e.g. [44], which is a very
similar method to ARAP in some ways and includes volume constraints.
However, it requires an internal structure "skeleton" to be defined). ARAP
approach was used for medical purposes by Fasser et al. [27], where they
used ARAP to morph the template of pelvic bone onto the subject-specific
landmarks. However, they neglect some important features of the bone, for
example, its volume, which the original ARAP cannot preserve. Wang et
al. [87] also explored the ARAP approach. However, they discarded using
the ARAP because "none of the methods worked well. [...] these methods pro-
duce non-smooth shapes with spikes (ARAP, BBW, FEM)" [87]. Moreover,
their proposed approach also neglects the volume preservation requirement.

As-Rigid-As-Possible deformation should deform the model as little as
possible. Any non-rigid transform is penalised via a cost function. The prob-
lem is mathematically formulated as finding the solution to a nonhomoge-
nous system of linear equations. The matrix is a discrete Laplace operator of
the mesh (after applying all boundary conditions, mainly fixed points), and
the right-side vector contains second differences of each vertex concerning
the close neighbourhood.
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Laplace operator

The Laplace operator Δ is a second-order differential operator defined also as
a divergence of the gradient. This leads to the assumption that the operand
has to be a twice-differentiable function. The mathematical description is as
follows (assuming 𝑥𝑖 is a single cartesian coordinate of a vector produced by
function 𝑓):

Δ𝑓 = ∇2𝑓 = ∇ · ∇𝑓 =
𝑁∑︁
𝑖=1

𝜕2𝑓

𝜕𝑥2
𝑖

(5.8)

The primary motivation behind Laplace operator usage is its significant
local shape changes. If a Laplace operator is used on a triangular mesh,
the definition in continuous space has to be modified to the discrete space.
This step is done when optimal translation and rotation are computed (see
the optimisation steps in 5.5.2 below). The discrete version of the Laplace
operator over a manifold is also called the Laplace-Beltrami operator.

Volume preservation

The original ARAP approach is a fast and precise algorithm. However, it
does not consider the preservation of the initial model volume. In the case
of muscle modelling, this is crucial since muscle does not change its volume
significantly while contracting.

To produce the correct volume, one can scale the whole model by scalar
value so the volume will be restored. It can be done by factor1:

3

√︃
𝑉0

𝑉
(5.9)

The simple idea is to multiply all coordinates by the initial and current
volume ratio. Because there are three coordinates in 3D, it has to be cube
rooted.

Although this is a simple and elegant solution, it also works in the case
of concave shape, we cannot use it in the case where the muscle is attached
to multiple bones in general at particular coordinates because these points
are fixed and cannot be moved, so some volume will be missing/extra.

There is also a formula from Aubel & Thalman [4] which describes the
scale factor as the square root of muscle elongation, but according to the
authors, "We experimentally measured for various muscle shapes a maximal
volume variation of 6% when the muscles shorten by 30%". The naive solu-
tion (used by the PBD algorithm, though) shows more accurate results [18]
than Aubel’s and Thalman’s formula.

Seylan et al. [74] use ARAP for shape deformation with volume preserva-
tion; their approach for volume preservation was adding more edges, which

1This factor has no source because I derived it myself.
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improves the result. However, according to them, the volume loss still occurs.
After our experimenting in 2020 with the volume preservation, Dvorak et
al. [25] used ARAP and volume tracking together for the time-varying sur-
faces, admittedly overperforming my preliminary experiments significantly
(see section 6.2). Since their approach works well for the noiseless data (con-
firming our knowledge with problematic noise data) and its purpose is for
general mesh, some ideas may be adopted from they work in our future
work into muscle modelling techniques. The main issue there, however, is
that they do not consider collisions between objects. There is also an issue
where they require to deduce the internal structure of the surface mesh, so
whenever they work with the internal structure, the algorithm’s complexity
rises from 2D to 3D, hence adding a degree of complexity and slowing down
the modelling process. With that said, there are still some specific problems
to solve (e.g. muscle anisotropy, collision detection and response, execution
speed).

Optimization

In the ARAP approach, the optimisation is composed of two aspects, the
optimal translation and rotation of a point in a given neighbourhood. The
goal of ARAP is to minimise the energy in Equ. (5.10) [79]. A variable
labelled with an apostrophe (′) belongs to the deformed mesh. Otherwise, it
belongs to the original mesh.

𝐸 (𝑆 ′) =
𝑛∑︁
𝑖=1

𝑤𝑖
∑︁
𝑗∈N(𝑖)

𝐸
⃒⃒⃒⃒⃒⃒(︁

p′
𝑖 − p′

𝑗

)︁
−R𝑖 (p𝑖 − p𝑗)

⃒⃒⃒⃒⃒⃒
(5.10)

In the energy equation, 𝐸 is the resulting energy, 𝑆 is the triangular
mesh on which the energy is calculated, and 𝑤𝑖 is the weight of a connection
between each vertex pair. The weights can calculate using the cotangent for-
mula (described in Equ. 5.13), Tutte formula, Kirchhoff formula or anything
else suitable for the given problem. Variable 𝑛 describes the total number
of vertices in the mesh, N (𝑖) denotes the neighbourhood of the vertex 𝑖 (all
vertices which are connected via an edge). The position of the 𝑖-th vertex is
labelled as p𝑖, and the rigid rotation in the 𝑖-th cell denotes the variable R𝑖.

The optimal translation and rotation of each vertex in the surface mesh in
ARAP can also be described as follows. Let us start with optimal translation:

• Find centroid c̄ of original vertices

• Find centroid c̄′ of transformed vertices

• Optimal translation = c̄′ − c̄

The centroid is calculated as a weighted average coordinate of neigh-
bouring vertices (all vertices connected by an edge) using the weights in
Equ. (5.13). The optimal rotation can be calculated as follows:
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• Shift origins to centroids: o′
𝑖 = p′

𝑖 − c̄′ and o𝑖 = p𝑖 − c̄

• Stack o𝑖 into matrix P (3×𝑁) and o′
𝑖 into matrix P′ (3×𝑁)

• Compute covariance matrix C = PP′𝑇 (3× 3)

• Compute Singular Value Decomposition (SVD) C = PP′T = UΣV

• Optimal rotation R𝑖 = (UV)𝑇

It has been shown [79] that it is sufficient to alternate between these two
transformations until the error is reasonably small.

Linear equation system

When the local translation vectors and rotation matrices have been found.
While optimal local rotations are independent of each other (a rotation in
each cell can be calculated independently using SVD described above), the
optimal translations are not independent (if a vertex moves, it affects all
adjacent cells). Sokrine [79] derived that using the Laplace-Beltrami operator
on the already deformed positions p (using local rotation R𝑖) solves the
problem of minimising the energy (see [79] for further details). The system
will be further noted as Lp′ = p and each part of it will be further described.

An example of the linear equation system matrix L construction is in
Fig. 5.5. The weight of each edge is there just "1" in the example for the sake
of simplicity. The negative vertex degree is stored on each position on the
main diagonal (sum of all weights in general). For the other cases, if there is
an edge between the given pair of vertices, there is a value of 1 (edge weight
in general), zero otherwise. Given definition assures that sum in each row
and column stays zero. The nonzero elements become more complicated if
different weights are introduced (e.g. cotangent weight in 5.13).

L =

⎛⎜⎜⎜⎜⎜⎜⎝
−2 1 1 0 0

1 −3 0 1 1
1 0 −1 0 0
0 1 0 −2 1
0 1 0 1 −2

⎞⎟⎟⎟⎟⎟⎟⎠

Figure 5.5: An example of ARAP linear equation system. The Laplace-
Bertrami operator L on the right is deduced from the mesh connectivity
on the left.
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The right-hand side of the equation b is a bit more complicated to express
than the matrix L. Each element of the vector is equal to:

b𝑖 =
∑︁
𝑗∈N(𝑖)

𝑤𝑖𝑗
2 (R𝑖 + R𝑗) (p𝑖 − p𝑗) (5.11)

If some vertices are fixed, the number of dependent variables is reduced,
thus the matrix becomes rectangular. To solve the system anyway, the rows
of the matrix with the same indices as the fixed points can be simply ignored
(removed), or the Ordinary Least Squares approach can be used to solve the
recangular matrix system:

Ax = b
A𝑇Ax = A𝑇b(︁

A𝑇A
)︁−1

A𝑇Ax =
(︁
A𝑇A

)︁−1
A𝑇b (5.12)

x =
(︁
A𝑇A

)︁−1
A𝑇b

Edge weights

The weight of an edge may differ by the computing power requirements, ac-
curacy requirements or usage in general. The simplest case is 𝑤𝑖𝑗 = 1 (called
Kirchhoff), so all edges are considered the same. This approach works well
for equilateral polygons, and its computing power requirements are negli-
gible. The resulting matrix (see Fig. 5.5), however, produces a diagonally
dominant matrix, which is often hard to solve computationally (because of
number precision issues).

In order to solve the issue, each row can be divided by the value on the
diagonal. This normalisation step would produce values −1 on the diagonal.
The normalisation step may be the better approach for some numerical
methods; also, it is better for compression purposes (diagonal does not need
to be stored anymore). This approach is called Tutte.

These two approaches belong to a combinatorial Laplacian group, which
does not consider anything else but mesh connectivity. There is also a cotan-
gent formula, which considers the mesh’s geometry. The weight is calculated
as an average of the contangent of the angles opposite the given edge, ensur-
ing that longer edges (with wider angles) would get lower weight than the
shorter ones. Mathematically speaking, it is described as:

𝑤𝑖𝑗 = 1
2 (cot𝛼𝑖𝑗 + cot 𝛽𝑖𝑗) (5.13)

where angles 𝛼𝑖𝑗 and 𝛽𝑖𝑗 are angles opposite to the edge between vertices
𝑖 and 𝑗.
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This approach has been successfully tested, and there was also an idea
to extend the approach with volume preservation constraints. These results
can be seen in section 6.2.

5.5.3 PBD
Position-based dynamics [62] is a fast approach used mainly in the animation
industry to model elastic object (and cloth) deformations. Nowadays, it is
making its way into physical simulations as well. The original algorithm does
not consider the possibility of object anisotropy as far as the algorithm has
been developed for general objects. The method accepts a manifold surface
mesh and produces its deformed variant as input.

The PBD also exists in xPBD form (extended). It incorporates the con-
cept of elastic potential energy and eliminates the need to know the time
step and iteration count. For further detail, the reader may be interested in
Macklin et al. [57].

Romeo et al. [73] is the first main contribution, which uses the PBD
algorithm for muscle modelling problems. They mention the problem of using
FEM or FVM: "Unfortunately, FEM and FVM, while providing excellent
results, are known for not complying with the requirements [...]" which are
"fast convergence of simulation, easy to set up, intuitive controls and artistic
control" [73]. Their basic idea is to build an internal structure above the
surface mesh to respect the anisotropy of the muscle (the internal structure
respects the general direction of the muscle fibres). With an intelligent edge-
creation process, they can create a volumetric model better suitable for the
PBD2 algorithm.

Angles et al. [1] developed a PBD-based approach for muscle modelling
in 2019. Their approach virtually decomposes the muscle into "rods" (which
may approximate the muscle fibres). These rods are allowed to change their
diameter wherever to preserve their volume. Their main contribution is the
capability to provide real-time simulation, which Romeo’s approach is inca-
pable of because "its ≈ 40s/frame of processing time makes it unsuitable to
interactive applications" [1].

My contribution to using PBD for muscle modelling started with my
master’s thesis [17], in which the basic PBD approach was developed, sup-
plemented by the anisotropy respect (finished the same year as Romeo’s ar-
ticle [73], working concurrently on the same). After my master’s thesis, the
article "Fast and Realistic Approach to Virtual Muscle Deformation" [18]
followed, where the approach has been extensively tested and integrated
into an existing framework. The article "Muscle Deformation using Position
Based Dynamics" [49] then further tests the approach and compares the re-
sults to an existing FEM approach. The main advantage of our proposed

2They use the XPBD - eXtended version of PBD, which respects the concept of elastic
potential energy.
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approach is that no interior is needed. Even the anisotropy is calculated on
the surface of the mesh only, using muscle fibres on the mesh surface, defin-
ing the fibre direction. During my PhD study, also the implementation has
been integrated into OpenSim, a well-known and widely used platform for
modelling various physical phenomena. Currently, a publication abstract in
collaboration with Havlicek is submitted, where we extend his ideas from his
bachelor’s thesis [35], improving collision detection and response approaches.

The output of the algorithm is a deformed surface triangular mesh. This
serves the visualisation purposes well, but to calculate, e.g. force of the
muscle, the muscle has to be transformed into a set of fibres. This process
is called muscle decomposition and its details can be found in Kohout and
Kukacka [48] or Kohout and Cholt [47] papers.

The pseudocode of the algorithm can be seen in Listings 1. The 𝑥𝑖 variable
is the position of each vertex, 𝑣𝑖 is its velocity, Δ𝑡 is the discretisation step
(the smaller, the better if the accuracy is considered). Variable 𝑤𝑖 is the
inverse of the weight of each vertex, and 𝑝𝑖 is a "working" position of each
vertex (to ensure that the whole mesh’s position will change coherently).
The most complicated is the 𝐶𝑖 variable, which describes a constraint, will
be described further in the following text.

Mathematical background

The basic mathematic idea behind the PBD algorithm is the iterative min-
imisation of cost function 𝐶. Definitions of each 𝐶 will be described further
in the text. The cost function is a 𝑛-variable scalar function. The goal is
to minimise the function value. Minimisation is done by gradient descent. A
gradient of 𝐶 is therefore required to express. If we neglect varying mass from
the equation (we can do it as far as the muscles are assumed homogenous),
the change of point position Δp𝑖 is defined by equation 5.14.

Δp𝑖 = − ▽𝑝𝑖
𝐶 (p1, . . . ,p𝑛)∑︀

𝑗

⃒⃒⃒
▽𝑝𝑗

𝐶 (p1, . . . ,p𝑛)
⃒⃒⃒2 · 𝐶 (p1, . . . ,p𝑛) (5.14)

Given equation can be understood as simply moving the point in the the
opposite direction of the gradient (numerator) with the magnitude of the
cost function value (expression after fraction). It is required to normalise
the fraction by the sum of gradients to obtain directions somewhere between
⟨0; 1⟩ as the sum of every normalized vector magnitudes should equal one.

The simple sum of Δp𝑖 through all of the cost functions will become a
weighted sum if we take into account point mass. The weights will be the
inversion of mass. The movement will be opposite to the gradient direction
(thus the minus sign) – gradient descent is performed.

Because the problem consists of multiple cost functions, the problem be-
comes a nonlinear equation system problem. This system will be solved by
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Algorithm 1 PBD algorithm [17].
1: for all vertices i do
2: initialize x𝑖 = x0

𝑖 , v𝑖 = v0
𝑖 , 𝑤𝑖 = 1

𝑚𝑖
.

3: end for
4: loop
5: for all verticies 𝑖 do
6: v𝑖 ← v𝑖+ Δ𝑡𝑤𝑖f𝑒𝑥𝑡 (x𝑖)
7: end for
8: dampVelocities(v1, . . . ,v𝑁)
9: for all verticies 𝑖 do

10: p𝑖 ← x𝑖+ Δ𝑡v𝑖
11: end for
12: for all verticies do
13: generateCollisionConstraints( x𝑖 → p𝑖)
14: end for
15: loop solverIterations times
16: projectConstraints( 𝐶1, . . . , 𝐶𝑀+𝑀𝑐𝑜𝑙𝑙

,p1, . . . ,p𝑁)
17: end loop
18: for all verticies 𝑖 do
19: v𝑖 ← p𝑖−x𝑖

Δ𝑡
20: x𝑖 ← p𝑖
21: end for
22: velocityUpdate(v1, . . . ,v𝑁)
23: end loop

the Gauss-Seidel method, ignoring the nonlinearity of the equations. Each
equation will be solved independently, propagating results between equa-
tions. It ensures massive speedup and, unfortunately, as shown afterwards,
some acceptable errors.

Point distance cost function

The essential is to maintain initial distances between each point in the mesh.
Maintenance is done in a very similar fashion as it is in mass-spring [41]

system. Cost is zero if and only if the distance between pair of points is the
same as at the beginning of the simulation. If it is longer or shorter, the cost
rises.

Equation 5.15 describes the distance constraint [62]. Function 𝐶 is the
scalar cost function of two variables (points), and its value describes the
deviation from the initial distance. Vector variables p1 and p2 are temporary
point positions (see Listings 1), value 𝑑 is the original distance between given
pair of points.
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𝐶 (p1,p2) = |p1 − p2|2 − 𝑑 (5.15)
In order to allow further calculation, it is necessary to determine the

gradient of the cost function 𝐶 with respect to p1 and also p2
Gradient of two vector difference norm First, the gradient of 𝐿2 norm

from equation 5.15 has to be determined. This is done in 5.16 for the gradient
respecting point p1, for p2 the derivation will be very similar.

▽p1 |p1 − p2|2 = ▽p1

√︁
(𝑝1𝑥 − 𝑝2𝑥)2 + (𝑝1𝑦 − 𝑝2𝑦)2 + (𝑝1𝑧 − 𝑝2𝑧)2

= 1
2 |p1 − p2|2

▽p1

(︁
(𝑝1𝑥 − 𝑝2𝑥)2 + (𝑝1𝑦 − 𝑝2𝑦)2 + (𝑝1𝑧 − 𝑝2𝑧)2

)︁

=

[︁
𝜕(𝑝1𝑥−𝑝2𝑥)2

𝜕𝑝1𝑥

𝜕(𝑝1𝑦−𝑝2𝑦)2

𝜕𝑝1𝑦

𝜕(𝑝1𝑧−𝑝2𝑧)2

𝜕𝑝1𝑧

]︁
2 |p1 − p2|2

=
2
[︁
𝜕(𝑝1𝑥−𝑝2𝑥)

𝜕𝑝1𝑥

𝜕(𝑝1𝑦−𝑝2𝑦)
𝜕𝑝1𝑦

𝜕(𝑝1𝑧−𝑝2𝑧)
𝜕𝑝1𝑧

]︁
2 |p1 − p2|2

= p1 − p2

|p1 − p2|2

(5.16)

Resulting gradient of the cost function 𝐶 is (using previous derivation
5.16) shown in 5.17.

▽p1𝐶 (p1,p2) = ▽p1 (|p1 − p2|2 − 𝑑) = p1 − p2

|p1 − p2|2
= u

▽p2𝐶 (p1,p2) = ▽p2 (|p1 − p2|2 − 𝑑) = p2 − p1

|p1 − p2|2
= −u

(5.17)

These cost function derivations are just direction vectors of the edges
formed by the involved points. By common sense, it has to be this way to
change the distance between points. It is logical to move along the directional
vector. The result is further illustrated on 5.6.

p1

p2
d

u

p1-p2

p1C

p2C

Figure 5.6: Cost of the distance change. The gradient is highlighted in blue.
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Volume preservation

It is also a required feature of the muscle to preserve its initial volume. In the
case of the musculoskeletal system and muscles especially, this requirement is
reasonable because the muscles do not change their volume due to constant
density.

At first, we must figure out how to calculate the volume of triangular,
closed and manifold mesh. It may seem like a complex problem, as mesh
may have different shapes (even more complex for higher genera). Luckily,
the problem is elegant and straightforward to solve. At first, an arbitrary
point in the space has to be selected. For the sake of simplicity, often (0, 0, 0)
is selected. Sometimes, the centre of gravity is selected instead, which may
be numerically more stable. Then, for each triangle, we calculate the tetra-
hedra volume involving the triangle connected to our arbitrary point. The
tetrahedra volume is just a sixth of the volume of the parallelogram formed
by the three vectors originated in the arbitrary centre point and ending in
each vertex of the triangle, as it is written in 5.18 with an arbitrary point
at the origin of the coordinate system. Sometimes the volume may end up
negative, which is also desired phenomenon because it allows subtracting
concave parts or parts forming a higher genus of the mesh.

𝑉𝑡𝑒𝑡𝑟𝑎 = 1
6

⃒⃒⃒⃒
⃒⃒⃒𝑎𝑥 𝑏𝑥 𝑐𝑥
𝑎𝑦 𝑏𝑦 𝑐𝑦
𝑎𝑧 𝑏𝑧 𝑐𝑧

⃒⃒⃒⃒
⃒⃒⃒ = a · (b× c) (5.18)

Vectors a, b and c are edges of the tetrahedra sharing a common vertex.
In this case, the origin is used, simplifying the calculation so we can use the
vertexes p of the triangle mesh instead.

An example is visualized on image 5.7. Cross product of vectors a and b
gives vector d (in pink) has length the same as the area of the yellow region.
Then, the dot product of this vector with c vector, we obtain the volume of
the whole parallelogram. This procedure is also called triple product. A sixth
of the volume of the obtained parallelogram is the desired tetrahedra.

We can now also determine the cost function of the volume change. The
equation is shown on 5.19.

𝐶 (p1, . . . ,p𝑛) =
𝑚∑︁
𝑖=1

(︁
p𝑡𝑖1 ·

(︁
p𝑡𝑖2 × p𝑡𝑖3

)︁)︁
− 𝑘𝑉0 (5.19)

In the equation, 𝑚 is the total triangle count, p𝑡𝑖1 denotes the first vertex
of 𝑖-th triangle in the mesh. Variable 𝑉0 represents the initial volume of the
mesh (so the cost function value will be zero if it ever becomes the same).
An optional parameter 𝑘 allows us to change the volume over time, and we
leave it for now at a value of 1.

Derivative of the cost function can be done either from 5.19 or from
determinant sum in 5.18. At first, choose a vertex of the mesh to determine
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Figure 5.7: Volume of the tetrahedra formed by vectors a, b and c.

the derivative. A single triangle was selected for simplicity, where the derivate
will be derived. The resulting total gradient is obtained using the sum rule
of derivatives and is shown on 5.20.

▽p𝑖
𝐶 (p1, . . . ,p𝑛) =

⃒⃒⃒⃒
⃒⃒⃒𝑝𝑖𝑥 𝑝𝑖𝑦 𝑝𝑖𝑧
𝑝𝑗𝑥 𝑝𝑗𝑦 𝑝𝑗𝑧
𝑝𝑘𝑥 𝑝𝑘𝑦 𝑝𝑘𝑧

⃒⃒⃒⃒
⃒⃒⃒+ · · · = p𝑗 × p𝑘 + . . . (5.20)

The equation implies equality between the derivative in a vertex triangle
and the cross product of the other two points. If we put all triangles together,
the derivative of a vertex equals the cross product of each pair of vertices
sharing the triangle with the selected vertex. Mathematically speaking, like
in 5.21.

▽p𝑖
𝐶 (p1, . . . ,p𝑛) =

𝑡∑︁
ℎ=1

p𝑗 × p𝑘; 𝑖 ̸= 𝑗 ̸= 𝑘 (5.21)

Variable 𝑡 denotes a total number of triangles that share the vertex with
index 𝑖, vertices with indexes 𝑖, 𝑗 and 𝑘 lie on the same triangle. The control
variable ℎ we do not need in this particular case.

In his work, Janak [41] did not consider volume preservation, which may
enhance his results further. However, math between volume preservation in
the mass-spring system is highly complitaced [38].

Shape preservation

The last restriction is to preserve the initial shape of the muscle. One of the
possibilities is to preserve the dihedral angle between each pair of adjacent
triangles as much as possible.

It is also necessary to describe how the dihedral angle between two adja-
cent triangles is calculated. For vertices are given: p1, p2, p3 and p4, Vertices
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with indices one and two are shared, whereas index three belongs to the first
triangle only. Moreover, index four belongs to the second one. Using the
cross product, we obtain triangle normals like in equation 5.22.

u = (p2 − p1)× (p3 − p1)

n = u
|u|2

(5.22)

Here the u vector is declared to simplify the following derivation. The
vector has the same direction as the normal but may not have the length of
one in general. Vertices p1, p2 and p3 belongs to first triangle, in which the
normal is calculated. The second triangle will be calculated similarly.

Thus, the angle between two adjacent triangles can be determined. At
first, both normals (n1 and n2) are required. Then, the angle between the
two normals is obtained from the definition of the dot product. Definition
and derivation are shown on equation 5.23.

cos𝜙 = n1 · n2

|n1|2 |n2|2
= n1 · n2

𝜙 = arccos (n1 · n2)
(5.23)

The next step is a cost function definition. The same approach will be
applied with volume and distance cost functions, subtracting the initial and
current angle values. It is defined in 5.24.

𝐶 (p1,p2,p3,p4) = 𝜙− 𝜙0

= arccos (n1 · n2)− 𝜙0

= arccos
(︃

(p2 − p1)× (p3 − p1)
|(p2 − p1)× (p3 − p1)|2

· (p2 − p1)× (p4 − p1)
|(p2 − p1)× (p4 − p1)|2

)︃
− 𝜙0

(5.24)

In the equation, 𝜙0 denotes inital angle (calcualted according to equation
5.23).

The derivative is a bit more complicated in this case. At first, we use the
property that the cost function value is translation-invariant, so the pair of
the triangles can be moved so one of the vertices will lie on the coordinate
system origin.

If we translate each point with the vector −p1, the first vertex would
lie on the origin, and the calculation of the normal vector of both triangles
simplifies enormously. By translating the whole system, the dihedral angle
will not change.

It is also written in equation 5.25, vectors with apostrophes are the ones
translated by −p1.
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n1 = (p2 − p1)× (p3 − p1)
|(p2 − p1)× (p3 − p1)|2

= p′
2 × p′

3
|p′

2 × p′
3|2
⇔ p′

1 = 0

n2 = (p2 − p1)× (p4 − p1)
|(p2 − p1)× (p4 − p1)|2

= p′
2 × p′

4
|p′

2 × p′
4|2
⇔ p′

1 = 0
(5.25)

Finally, with the knowledge of the derivative of the function arccos (de-
fined as 𝑑

𝑑𝑥
arccos𝑥 = − 1√

1−𝑥2 ), the gradients for each cost functions are
obtainable (via equation 5.26). Because we choose p1 to be zero, it will be
defined differently than the second shared vertex p1. The p3 and p4 will be
very similar due to symmetry. The gradient does not depend on the absolute
location of the object, so we do not need to do any backwards translation.

𝑑 =n1 · n2

▽p′
4𝐶 =− 1√

1− 𝑑2

(︁
▽p′

4 (n2) · n1
)︁

▽p′
3𝐶 =− 1√

1− 𝑑2

(︁
▽p′

3 (n1) · n2
)︁

▽p′
2𝐶 =− 1√

1− 𝑑2

(︁
▽p′

2 (n1) · n2 +▽p′
2 (n2) · n1

)︁
▽p′

1𝐶 =−
4∑︁
𝑖=2
▽p′

𝑖
𝐶

(5.26)

The basic idea behind determining the normal gradients of the triangles
is decomposing the normals into cross products, which can also be written
in matrix calculus. Each element of the matrix can then be solved indepen-
dently. This is further explained on n2 normal at vertex p′

4. The next step
is to determine the partial derivative of the normalised cross product.

Normalized cross-product partial derivative Let me first substitute the
cross product with vector r (as shown in 5.27) to simplify the further deriva-
tion process.

r = p′
2 × p′

4 (5.27)

The next step is to calculate just the partial derivative of the cross-
product (without normalisation, see 5.28). The result is a matrix A, which,
after multiplying with a vector, produces the cross product of given vector
and p′

2 vertex.
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▽p4r =

⎡⎢⎢⎢⎢⎣
𝜕𝑝′

2𝑦𝑝
′
4𝑧−𝑝′

4𝑦𝑝
′
2𝑧

𝜕𝑝′
4𝑥

𝜕𝑝′
2𝑦𝑝

′
4𝑧−𝑝′

4𝑦𝑝
′
2𝑧

𝜕𝑝′
4𝑦

𝜕𝑝′
2𝑦𝑝

′
4𝑧−𝑝′

4𝑦𝑝
′
2𝑧

𝜕𝑝′
4𝑧

𝜕𝑝′
4𝑥𝑝

′
2𝑧−𝑝′

2𝑥𝑝
′
4𝑧

𝜕𝑝′
4𝑥

𝜕𝑝′
4𝑥𝑝

′
2𝑧−𝑝′

2𝑥𝑝
′
4𝑧

𝜕𝑝′
4𝑦

𝜕𝑝′
4𝑥𝑝

′
2𝑧−𝑝′

2𝑥𝑝
′
4𝑧

𝜕𝑝′
4𝑧

𝜕𝑝′
2𝑥𝑝

′
4𝑦−𝑝′

4𝑥𝑝
′
2𝑦

𝜕𝑝′
4𝑥

𝜕𝑝′
2𝑥𝑝

′
4𝑦−𝑝′

4𝑥𝑝
′
2𝑦

𝜕𝑝′
4𝑦

𝜕𝑝′
2𝑥𝑝

′
4𝑦−𝑝′

4𝑥𝑝
′
2𝑦

𝜕𝑝′
4𝑧

⎤⎥⎥⎥⎥⎦

=

⎡⎢⎣ 0 −𝑝′
2𝑧 𝑝′

2𝑦
𝑝′

2𝑧 0 −𝑝′
2𝑥

−𝑝′
2𝑦 𝑝′

2𝑥 0

⎤⎥⎦ = A

(5.28)

Next, the norm is taken into account, as is shown on 5.29, result is the
cross product again, but now with normal vector n2.

▽p′
4 |r|2 = ▽p′

4

√︁
𝑟2
𝑥 + 𝑟2

𝑦 + 𝑟2
𝑧 = 1

2 |r|2
▽p′

4

(︁
𝑟2
𝑥 + 𝑟2

𝑦 + 𝑟2
𝑧

)︁
= 1

2 |r|2

[︂
𝜕𝑟2

𝑦+𝑟2
𝑧

𝜕𝑝′
4𝑥

𝜕𝑟2
𝑥+𝑟2

𝑧

𝜕𝑝′
4𝑦

𝜕𝑟2
𝑥+𝑟2

𝑦

𝜕𝑝′
4𝑧

]︂
= 1
|r|2

[︁
𝑟𝑦𝑝

′
2𝑧 − 𝑟𝑧𝑝′

2𝑦 −𝑟𝑥𝑝′
2𝑧 + 𝑟𝑧𝑝

′
2𝑥 𝑟𝑥𝑝

′
2𝑦 − 𝑟𝑦𝑝′

2𝑥

]︁
= r× p′

2
|r|2

= |r|2 n2 × p′
2

|r|2
= n2 × p′

2 = b

(5.29)

Last but not least it is necessary to join both partial derivative together
(from 5.28 and 5.29). We apply the derivative division rule and get the result
in 5.30.

▽p′
4

r
|r|2

= A |r|2 − r · b
|r|22

= 1
|r|2

(A− n2 · b)

= 1
|p′

2 × p′
4|2

⎛⎜⎝
⎡⎢⎣ 0 −𝑝′

2𝑧 𝑝′
2𝑦

𝑝′
2𝑧 0 −𝑝′

2𝑥
−𝑝′

2𝑦 𝑝′
2𝑥 0

⎤⎥⎦− n2 · (n2 × p′
2)

⎞⎟⎠ (5.30)

Similarly, the other partial derivative in 5.26 would be obtained, it will dif-
fer only in indices and signs. The result of the partial derivative is put into
equation 5.26 determining the final partial derivative of the cost function.
Following the same path as other restrictions, the movement will be accord-
ing to 5.14 because we already know everything required to do so.

The whole idea is also illustrated on picture 5.8. For the sake of simplicity,
only two triangles are shown. Normal vectors of both triangles are drawn
in green (n1 and n2). The gradient in vertices p3 and p4 is shown for both
vertices by two blue vectors forming a surface (in grey), where these vertices
may move. Movement in the other direction would not change the angle
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Figure 5.8: Angle 𝜙 preservation between two triangles (dihedral angle).

between the triangle pair. The middle point gradients were not illustrated
due to complex p1 and p2 gradients.

In this chapter, seven considerable approaches to muscle modelling have
been described: Hill-type model, Via-points, Wrapping obstacles, Finite el-
ement method, Mass-spring system, ARAP and PBD. The following table
5.1 provides a summary of these methods, with (partially subjective) speed
and precision comparison.

Algorithm Muscle model form Speed Precision Reference
Hill-type Single line + + + −−− [37] [91] [11]
Via-points Polyline ++ −− [39] [30]
Wrap. obst. Complex curve + − [45] [56]
FEM Volumetric model −−− + + + [59] [9] [22]
MSS Volumetric model ++ − [32] [3] [40]
ARAP Surface model ++ ? [79] [4] [25]
PBD Surface model3 ++ ? [62] [73] [49]

Table 5.1: Comparison of the muscle modelling approaches.

3With the exception in the paper from Romeo et al. [73], where they introduced vol-
umetric data to improve their results.
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Chapter 6

Experiments and Results

At this point, the theoretical aspects of muscle modelling have been ex-
hausted, so the further direction of this text goes towards the practical ex-
periments.

6.1 PBD results
The real data and an artificial dataset (described below) have been used
to test the proposed approach described in section 5.5.3 and also in our
papers [17, 18, 49]. The results of the experiments are described in detail
below. In each iteration, a bone (or its artificial replacement) moves in a
given direction. Also, in that particular iteration, there are some sub itera-
tions (the user gives the number), where the bones do not move, but it is
used for muscle movement stabilisation (reducing the Δ𝑡 but also increasing
the computational time). Unless stated otherwise, three sub-iterations have
occurred in the following tests and each iteration step.

6.1.1 Collision detection and response
In order to simplify the problem, the decision to use a simple voxelisation
approach has been made. The space has been subdivided into smaller cubes
(the number of cubes depends on the user specification and model size),
and to each box, information has been assigned whether it "contains" a part
of the bone. The collision of muscle with bone has been approximated by
detecting a triangle (from a muscle mesh) collision with the small box.

This simple idea, however, leads to some problems. Luckily, some ideas
are already to entirely improve or even fix the problem, using more complex
collision detection algorithms. Havlicek [35] changed the collision detection
to DiscreGrid (using a signed distance field) and FLC (using a binary search
tree), beating the voxelisation approach in terms of accuracy. However, there
is still some work to do because even those methods do not work correctly in
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the case of some extreme conditions, mainly if the movement is rapid (see1

section 11.4, especially Fig. 11.13 in [35]).
The collision response is a complicated task as well. Assume that two

bones move towards each other and narrowly miss each other (like shear
blades). If a muscle is attached to both of the bones and appears to be
in between the bones, there is no such room to go. This problem seems
artificial but happens fairly often on a smaller scale, near joints especially,
where two bones move close. My former solution [17] was to assume, in this
particular case, only one of the bones and move a muscle in the direction
opposite of it, but it shortly proved to be insufficient. Havlicek [35] targets
this problem especially, and he proposed a better approach of considering all
adjacent bones and moving opposite to the sum of all collision vectors. Even
his approach, however, even his approach does not fix the problem entirely,
as said before.

6.1.2 Muscle decomposition
The approaches described so far work primarily with the surface model,
however, the last step of the pipeline in section 1.2 has to be performed for
others to determine the muscle’s internal forces (and other physical prop-
erties). It can be done using, for example, Kohout and Kukacka, CHMD,
or VIPER muscle decomposition methods, which were proposed in [48], [47]
and [1], respectively. In the following subsections, these methods are briefly
introduced.

1The original paper is in the Czech language.
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Kohout and Kukacka decomposition

The inputs of the Kohout & Kukacka decomposition method [48] are:

• triangular (and manifold) surface model of the muscle to decompose,

• fibre template, giving information about internal fibre arrangement,

• attachment areas to adjacent bones (origin and insertion), defined by
a set of points lying on the adjacent bone surface models

Decomposition is then done as follows. Attachment areas are projected
from the bone surface onto the muscle surface to define the muscle parts
that are subsequently removed. Isocontours are computed using a piecewise
linear scalar field on the modified muscle model. The scalar field has its
maximum on the insertion boundary vertices, whereas its minimum is on
the origin boundary vertices. Users can specify how many isocontours are
generated in this process.

Similarly to [22], muscle fibre architecture (template) is represented by
a unit 3D space with an arbitrary (user-defined) number of fibres inside the
space. The fibres are represented analytically by Bezier spline curves. One of
the predefined templates is selected according to the muscle being modelled
(depends on if it has parallel or pennate fibres, optionally on a pennate angle,
etc.), and it is mapped one-to-one on isocontours calculated in the previous
step, forming the fibres going through the muscle model. Finally, noise is
eliminated using quadratic smoothing to make the result more realistic and
visually plausible.

Figure 6.1: Gluteus maximus decomposed to individual fibres by Kohout &
Kukacka’s [48] algorithm.
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CHMD decomposition

A technique by Kohout & Cholt [47] performs a centripetal Catmull-Rom
interpolation of the input fibres lying on the surface model of the muscle or
nearby to get the fibres inside the muscle. Their approach can even work
with multiple-headed muscles, distributing the fibres automatically among
the heads.

Compared to Kohout & Kukacka’s proposed method, this method needs
the specification of fibres on the surface, which typically requires some man-
ual effort because these are not obtainable for the patient automatically.
For the data to be valuable in practice, it must be adopted from a cadav-
eric dataset. On the other hand, it can work with multiple-headed muscles,
whereas Kohout & Kukacka’s approach can not. To avoid this problem, the
authors used split multi-headed muscles into multiple biheaded, which par-
tially works, but introduced a problem of multiple "submuscle" intersections
and overlaps.

Figure 6.2: Gluteus maximus decomposed to fibres by Kohouts’s & Cholt’s
[47] algorithm.

VIPER decomposition

Angles et al. [1] proposed in 2019 a complete muscle modelling approach,
including their muscle decomposition technique. They decompose the muscle
into a predefined number of "rods", using similar techniques as Kohout and
Kukacka’s approach above uses; however, they require 3D volumetric model
instead of a 2D surface model as an input model. They also require the
attachment area definition, which they specify manually on the muscle.
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6.1.3 Artificial data
To test collision detection and behaviour in extreme cases, we prepared an
artificial dataset where a box of 5292 triangles on its surface is squished
between two plates (12 triangles each). The initial setup is visualized in Fig.
6.3. The goal of the test was to deform the muscle abnormally and test
whether it regained its initial shape or not (in other words, if the internal
forces will be capable of overcoming the external forces eventually).

Figure 6.3: Input artificial data.

At first, in one hundred iterations, the top plate moves to decrease the
space between both places. The distance between plates in 100𝑡ℎ iteration
is 10% of the distance in the first iteration. Inverse movement is then per-
formed between 100𝑡ℎ and 200𝑡ℎ iteration, returning the plates to their initial
position. Additional one hundred iterations are used for box stabilisation.

As shown in Fig. 6.4, the box is squished quite a lot. Even though it
returns to its original shape in 300𝑡ℎ iteration (only with slight rotation
caused by asymmetrical triangulation). Even in 200𝑡ℎ iteration, the results
are acceptable, except for one corner of the box.

0 50 100

150 200 300

Figure 6.4: Results in different simulation frames (artificial data). The two
black areas are just shadows from the grey plates, and no collision occurs.

The artificial muscle has been forced to squish, so the volume changed
drastically during the simulation. The result is plotted in Fig. 6.5, the min-
imal volume was lower than 30% of the original volume of the artificial
muscle.
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Figure 6.5: Volume change over 300 PBD iterations. The muscle was squished
to less than 30% of its original volume during simulation.

6.1.4 Iliacus
We also tested the iliacus muscle, which connects the femur and pelvic bones
from the front side. The bones and the muscle are visualised in Fig. 6.6.
The muscle and bones are closed triangular meshes with 13858 triangles for
muscle and 254442 (42456 for femur) triangles for all the bones.

Figure 6.6: Input iliacus muscle and adjacent bones.

A similar simulation scenario like the artificial data case has been applied
to the iliacus dataset. The first hundred iterations are used for hip flexion, in
which the femur bone rotates one radian during this movement. The second
hundred iteration is allocated for the inverse movement. The last hundred
(200𝑡ℎ-300𝑡ℎ) iterations are there to stabilise the muscle movement.

The posterior part of the iliacus muscle is pushed into the joint during
the flexion, as can be seen in Fig. 6.7. The explanation for this behaviour
is as follows. The main problem is that vertices near the joint have been
incorrectly fixed to the femur bone (see bullet 1 in the section 2.2). This
problem leads to a situation when (due to flexion) the near part of the
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Figure 6.7: Results in different simulation frames (Iliacus muscle data).

muscle is pulled into the joint. Also, this part of the mesh is unrealistically
arched towards the joint and, therefore, distance and local shape constraints
tend to move the points of this part closer to the joint. As the femur and
pelvic bones do not touch, there is a narrow space into which this part of
the mesh can squeeze, making it difficult to get out. Even though the result
is not visually plausible, the quantitative tests (described later) show that
all critical factors of the muscle are preserved as much as possible.

6.1.5 Gluteus maximus
The Gluteus maximus muscle is attached to the same bones as the iliacus
but from the other side. The triangular mesh consists of 19752 triangles.
Fig. 6.8 shows how the model looks like.

Figure 6.8: Input gluteus maximus muscle and adjacent bones.

The muscle undergoes the same movement scenario as the iliacus men-
tioned above. Visualization in six important iterations is shown in Fig. 6.9.
As we can see, the result in iteration 300 is nearly the same as in the first
iteration (the original muscle pose).
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Figure 6.9: Results in different simulation frames (gluteus maximus muscle
data).

6.1.6 Other muscles
The gluteus medius and adductor brevis muscles within this testing proce-
dure have been tested. Both muscles deform quite realistically, as can be seen
in Fig. 6.10 and Fig. 6.11, where the situation in the maximal hip flexion
(same scenario as in the gluteus maximus and iliacus case) is shown.

Figure 6.10: Gluteus medius in maximum flexion position.

6.1.7 Quantitative tests
To make some exact results, we use quantitative tests. These tell us how
well constraints are satisfied during simulation.

The volume preservation constraint is tested by determining the ratio
between original and actual volumes. Fig. 6.12 for artificial data, Fig. 6.13
and Fig. 6.14 for real data respectively, show us the volume preservation
results.
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Figure 6.11: Adductor brevis in maximum flexion position.
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Figure 6.12: Volume preservation of artificial data.
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Figure 6.13: Volume preservation of iliacus muscle data.

As we can see from the results, the volume is well preserved in both
real data (the error is less than 1% in both cases). A nice curve describes
squishing (reducing) box volume during the simulation and restoring artifi-
cial data.

The next measurable property is average edge extension. At first, we
cannot say much about artificial data (squished box) from the plot in Fig.
6.15. As for the iliacus muscle, some edges remain more prolonged than
expected (see Fig. 6.16) because they are stuck in the hip joint. In the case
of the gluteus maximus dataset (Fig. 6.17), the first 100 iterations show edge
extension during hip flexion (it is correct behaviour because muscle extends
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Figure 6.14: Volume preservation of gluteus maximus muscle data.

in this phase), and the second hundred iterations return the average length
extension to almost 1 (i.e., the muscle returns to its original pose correctly).
We can also see that the last 100 iterations are not crucial in this scenario.
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Figure 6.15: Average edge extension of artificial data.
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Figure 6.16: Average edge extension of iliacus muscle data.

We also tested how well the dihedral angles were preserved during the
simulation. In this paper, the dihedral angle is the angle between two adja-
cent triangles in the muscle triangle mesh. According to plots in Fig. 6.18,
Fig. 6.19 and Fig. 6.20, we can conclude that there are some pairs of trian-
gles which do not preserve their original angle to the acceptable2 extends,
but most of them do.

2Depends on multiple factors, but the absolute distance deviation below 0.5cm is still
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Figure 6.17: Average edge extension of gluteus maximus muscle data.
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Figure 6.18: Average absolute dihedral angle change of artificial data.
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Figure 6.19: Average absolute dihedral angle change of iliacus muscle data.
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Figure 6.20: Average absolute dihedral angle change of gluteus maximus
muscle data.

inside a measurable error interval in the worst case, luckily, the higher error is often
acceptable. 68



6.1.8 Fibre length
Last but not least, the lengths of fibres were analysed. In the iliacus mus-
cle case, as we can see in Fig. 6.21, many length curves exhibit two big
bumps shortly after 100𝑡ℎ iteration. A part of the muscle stuck in the hip
joint (as discussed previously) causes the problem. Nevertheless, when the
bones return to their initial rest-pose (i.e., after 200 iterations), most fibres
restore their original lengths quite well. Gluteus maximus muscle behaves as
expected – see Fig. 6.22. During the flexion, all lengths increase; during the
extension, they decrease.
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Figure 6.21: Total length of each fibre during simulation in iliacus muscle.
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Figure 6.22: Total length of each fibre during simulation in gluteus maximus
muscle.

6.1.9 Speed
The proposed method was designed to be mainly fast and precise. It was
implemented in C++ using the VTK toolkit. Its current version is publicly
available at https://github.com/cervenkam/muscle-deformation-PBD.

All testing scenarios above have been measured how fast each one was.
FPS (Frames Per Second) is used as a speed metric in this case.
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All tests were performed on Intel® Core™ i7-4930K 3.40GHz CPU, Rade-
on HD 8740 GPU and WDC WD40EURX-64WRWY0 4TB HDD. Results
are listed on Tab.6.1.

Deforming object Triangle count FPS
Gluteus maximus 19752 33.85
Abductor brevis 17124 35.89
Iliacus 13858 47.21
Gluteus medius 10622 57.12
Artificial box 5292 153.61

Table 6.1: FPS of each simulation

The results show that FPS strictly depends on triangle count (Spear-
man’s 𝜌 = −1). The more triangles are used, the slower the method is.

Even though the program is primarily unoptimised and runs sequentially
at the moment, the FPS is sufficient for considered purposes in general. For
more details about the approach, see our paper [18].
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6.2 Preliminary ARAP Results
In the experiments with ARAP, volume preservation has been added. There
are results illustrated on the figures 6.23-6.26. Original models are shown in
yellow. User deformation is then in grey. Two variants of linear equation
assembly and two rotation tests were performed in the testing phase. The
simple "interleaving" approach to preserve muscle volume was introduced
in each test. In each step, the shape has been fixed by the original ARAP
approach, and then the volume has been fixed using the formula (5.9).

Figure 6.23: Results of four ARAP approaches with volume preservation,
rotation of a box face around the Y axis.

The input model is a triangular mesh of a block. Its base has been dis-
cretised uniformly using a 20x20 grid, and 12 samples have been uniformly
sampled at the height of the block. Finally, the sampled block has been
triangulated.

The first option to assemble the linear system is to remove the rows and
columns of the fixed points to get a regular square matrix (referred to as
"remove"). The other option is to solve the rectangular system using ordi-
nary least squares ("OLS"). A variant of the rotation approach is to rigidly
rotate the object in each iteration ("each"). The other variant is to rotate it
only once ("first only"), generating different results (probably acceptable for
different applications).

OLS produces empirically better results. However, it has a higher com-
putational cost in general. The reason behind the computational cost is the
OLS, where (typically) sparse matrix has to be multiplied with its transpo-
sition (producing a more dense matrix) followed by matrix decomposition.

The methods produces satisfying result in the case of the artificial data
(6.23-6.25), however, real data of the gluteus maximus muscle are problem-
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Figure 6.24: Results of four ARAP approaches with volume preservation,
translation of men’s legs.

atic (see 6.26), because of the rougher surface and noisiness of the original
(real) data.

Figure 6.25: Results of four ARAP approaches with volume preservation,
rotation of a box face around the X axis.

The ARAP method is capable of smooth deformation in general. How-
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ever, it does not work as it is in the case of muscle data with the volume
preservation requirement forced by switching between shape and volume
constraints. The possibility is to combine PBD and ARAP methods and (in
an ideal case) get the best of both worlds. A promising way is to use ARAP
as an initial guess for the PBD, drastically reducing convergence time.

Figure 6.26: Results of four ARAP approaches with volume preservation,
stretching gluteus maximus muscle.

We have successfully provided the muscle with a smooth surface only,
but a simple "interleaving" approach test to include the restriction of the
same volume does not work, so this is a candidate for future work, probably
using some ideas from Dvorak’s et al. work [25]. My initial idea was to
alternate between all three aspects (local translation, rotation and volume
preservation), but this simple idea failed because the volume and shape
restriction goes against each other. So the final result either preserves volume
but does not respect local shape features, or vice versa. The more complex
approach, either involving internal structure [25] or involving a cost function
and optimisation approach, is required; however, this is an idea for future
work.

Experiments show that all of the mentioned methods have their advan-
tages and drawbacks. Using ARAP for muscle modelling may be suitable,
but there is a problem with putting together pure ARAP with volume preser-
vation. Using RBF for approximation and interpolation purposes also seems
promising. The challenge is finding suitable centre points and shape param-
eters to get the best (or at least plausible) results. PBD algorithm generates
excellent visual results, for the most part, but with some problems in the
joint area.
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Chapter 7

Conclusion & Future Work

Approaches to muscle modelling are still evolving and cannot be expected to
stop one day. All of the described approaches to muscle modelling provide
good outcomes; however, each has some drawbacks. Some are inaccurate
(Hill-type model, Via-points), some are accurate but difficult to set up or
simply too slow to be useful (Finite element methods). Other methods are
"compromise solutions" in terms of accuracy and computational complexity
(MSS, PBD, ARAP). As you can probably imagine, there are still many
open problems to solve.

7.1 The ambitious goal
The more ambitious goal for future work is to develop a static model of the
musculoskeletal system using a representation other than a triangular surface
mesh. Returning to the pipeline in section 1.2, this would mean changing
step 4. (b). The model could be then used for a new, faster muscle modelling
approach. The main idea is to use the RBF approximation method to satisfy
these three points:

1. Smoothen the muscle and bone models to be more realistic, and over-
coming the current problems with the PBD implementation (particu-
larly the problem with rough surfaces near joints).

2. Reduce the number of parameters defining the model, thus reducing
the computational complexity. The current number of parameters de-
pends on number of verticies and connectivity, which should be further
reduced.

3. Create the most realistic (in the terms of e.g. muscle forces) and visu-
ally plausible simulation possible.

The PBD focuses primarily on the first point but fails in the other two.
The third point is met very well by finite element methods. However, they
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fail fatally on the second point. Via-points and wrapping obstacles focus on
satisfying the second but seldom satisfying the third point.

The second and third points are slightly contradictory. In general, more
parameters are needed to obtain a more realistic output. The main idea
for future work is to reduce the number of parameters using a Gaussian
RBF function, which is used in many realistic scenarios. The Gaussian plate
would approximate realistic musculoskeletal models using fewer parameters
(few centre points and shape parameters) than the FEM grid, thus achiev-
ing similar results with fewer parameters. The implicit RBF was specifically
chosen for muscle approximation to allow deformation of a portion of the
muscle with only one manipulation of the centre point (movement or shape
parameter change). The RBF method has already been successfully used in
our research [46] as an attempt to recover the surface of the muscle attach-
ment area, so a natural extension to recover the entire muscle surface is right
on the table.

The main inspiration for the static model creation can be found in Carr
et al. [14], where the authors create an implicit RBF surface from a point
cloud. They are capable of reducing the number of parameters approxi-
matelly ten times opposite to the triangular mesh parameters, maintaining
the high accuracy of the resulting model, moreover, generating a smoother
model (which is desired in many scenarios, muscle modelling is one of them).

The first example of such a model can be seen in Fig. 7.1, where two RBF
functions are near each other and together create a single implicit surface.

Figure 7.1: Two Gaussian RBF functions "joined" together, forming a single
implicit surface.

Such a model would open a new possibility to develop a new approach to
deformation of this model, which would theoretically allow smooth and rapid
deformation of the muscle. The future deformation approach would ideally
require to handle a collision detection and response, volume preservation
and also take into account muscle anisotropy.

The ultimate challenge is changing implicit RBF parameters while main-
taining the volume of the internal part bounded by the implicit surface.
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It can be done by changing the shape parameters of a subset of elemen-
tary RBF to match the original volume of the muscle. Another challenge is
the ability to avoid obstacles (bone models). A new issue arises: the bone
may theoretically force the muscle to "split" itself (this is not an issue from
the mathematical point of view because implicit RBF can describe not just
one but multiple surfaces at once), which is not possible in a real scenario.
The anisotropy is also a challenge because the anisotropy direction has to
be taken into account during the deformation, and the direction may also
change due to muscle movement. There are many problems which were not,
to our best knowledge, dealt with yet.

7.2 ARAP & PBD
The second work for the future to consider is the combination of ARAP [79]
and PBD [62] approaches to getting "the best of both worlds". The shape
preservation of the ARAP approach is fast and accurate, but the volume
preservation constraint is not solvable by simply introducing a new con-
straint into the system since the interleaving approach does not work there.
For this reason, the idea of a PBD solver in the ARAP approach may be the
key to solving the problem. Dvorak et al. [25] show some ideas. Unluckily,
their approach is far from using it directly for muscle modelling problems.
Our goal is to avoid the introduction of internal structure computation en-
tirely to reach lower computational complexity, meaning that their approach
has to be altered drastically.

The first option is to start with PBD and replace the shape preservation
constraint with the shape preservation constraint from the ARAP approach.
This would require a mathematical reformulation of the shape constraint and
finding a gradient expression for the ARAP shape preservation constraint.
The other option is to start with ARAP and replace the interleaving ap-
proach with gradient descent from PBD. Then, a volume constraint can be
added. Either way, both approaches should end up with the same result.
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Appendix B

Other activities

• Lecturer, Introduction to Computer Graphics (KIV/UPG):

– Summer semester of 2018/2019, one lecture per week
– Summer semester of 2019/2020, four lectures per week
– Summer semester of 2020/2021, five lectures per week
– Summer semester of 2021/2022, four lectures per week

• Lecturer, Programming Techniques (KIV/PT):

– Winter semester of 2020/2021, two lectures per week
– Winter semester of 2021/2022, two lectures per week

• Lecturer, Programming Techniques in English (KIV/PT-E)

– Winter semester of 2021/2022, one lecture per week

• Internship, LMU Munchen, from 7th of June 2022 till 1st of July 2022

• Student member of the education council (ROV in Czech)
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