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Denial of service 

Limited resources 

Bandwidth, memory, CPU cycles 

More abstract: service (e.g., web server) 

Saturate with requests for resource 

Deny service to other users 

Degrade performance, exhaust resources 

Real­life examples 

Yell near someone, pull the plug on a machine, 

etc. 

Denial of service (cont.) 

Easier to launch than other (e.g., crypto) attacks 

Often, this is sufficient 

DoS in operating systems 

CPU: "while (1) ;" 

Memory: "while (1) malloc(65537);" 

OS tables: "while (1) fork();" 

Resource allocation per­user/process 

getrusage() 

Sometimes it works 

Network DoS 

Over a network 

No need to be a legitimate user 

Action at a distance 

Minimize risk 

Larger volume 

Distributed DoS (DDoS) 

Authentication/encryption do not help 

Firewall becomes easy DoS target 

Types of DoS 

Link congestion (forward or reverse) 

Send many large packets or ask for many larger 

web pages 

Saturate target's access link 

Router processing capacity 

Send many small packets 

High processing overhead on router 

Also acts as link congestion 

End­host (server) processing capacity 

Ask for "expensive" operations (show complete 

database) 

Currently... 
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Simple protection 

Reserving bandwidth (RSVP/Diffserv) 

Authentication + process/task scheduling by the OS 

Load balancing (multiple links/servers) 

Do not help with congestion attacks 

High­speed Internet core 

Routers cannot spend cycles verifying packets 

Routers close to target can, but links are smaller 

Distributed DoS (DDoS) 

Coordinate attack on target from various sources 

Higher aggregate attack bandwidth 

Subvert hosts, use them as "zombies" 

Hard­coded attack, time­based, or control channel 

Worms, email viruses make it easy to launch DDoS 

Fundamentally, it's bad security 

IP address spoofing may be used 

Ingress filtering would help 

Cannot be and is not universally deployed 

Defenses against DDoS 

Data replication (Akamai, CDNs) 

Only works with static content 

Attack prevention 

Trace the source of attacks 

Secure Overlay Services 

Attack prevention 

Better security (right...) 

Ingress filtering 

Only helps against spoofing 

A worm that takes over 1M hosts need not spoof 

Attack prevention (cont.) 

Apply IDS techniques 

At the edge routers or the core 

Build models of good traffic 

Treat preferentially 

Build models of bad traffic 

Filter or limit such traffic 

Susceptible to probing attacks (guess good traffic 

characteristics and spoof) 

Pushback 

Detect attack 

Determine characteristics 

Predicates on packet fields that can be used to 

filter 

Contact upstream routers and pass them the 

predicates 

Continue as far as possible 

Potentially all the way to the sources' edge routers 

Automated mechanism 

Pushback (cont.) 

Potentially subject to "gaming" 

Can be used to deny service to innocent hosts, if 

filters are not pushed all the way to edge routers 

Spoof from real DoS target 

Network will filter/rate­limit traffic from that host 

Who is allowed to push filters to an ISP's routers ? 

Business weapon... 

Attack detection 

Determine who the real sources of an attack are 

Contact administrator or use pushback 

Of limited use in reality 

Algebraic approaches to detection 

In­band notification of target 

First approach: probabilistically add router identity in 

packet 

Use "opaque" fields, e.g., IP ID field 

Second approach: encode a digital watermark in 

packet 

Again, use "opaque" fields on packet 

When target receives enough attack packets, router 

path can be determined 

ICMP Traceback 

Out­of­band notification of target 

Routers probabilistically send ICMP message to 

destination of sampled packet 

Include the packet header of sampled packet 

In a DDoS, target will eventually receive ICMPs from 

all routers in the path of the DDoS 

Polling­based traceback 

Source Path Isolation Engine (SPIE) 

Routers "remember" whether packet was recently 

seen 

Targets query upstream routers to determine who 

has seen attack packet 

Apply recursively 

Use Bloom filters to probabilistically remember if 

packet was seen 

Considerable hardware support required 

Secure Overlay Services (SOS) 

Provide some level of service in the presence of 

DDoS, taking advantage of existing network 

technologies and configuration trends 

Site multihoming, network overlays, 

stateless/distributed firewalls 

Commercial incentive for deployment 

Design principles 

Proactive mechanism 

Deterministic access control 

Eliminate communication pinch­points 

Incremental (and end­network) deployment 

Allow victims to take advantage of scale 

No inter­ISP coordination needed 

Effectively build a massively­distributed firewall 

Assumptions 

Attacker does not have control of the network core 

Well­defined set of "legitimate" users 

IP­based filtering can be done efficiently at very high 

speeds for a small number of addresses 

Can operate even without this assumption 

Not a solution to the general DDoS problem 

Limited scope (sufficient for many scenarios) 

Components 

Overlay network 

Access points (stateless) 

Secret Servlets (SS) 

Filtering Router 

Only allows through packets from SS 

Target notifies router 

Keep­alive protocol between overlay nodes 

IPsec/SSL for access control 
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