24 ¢ 7 ZAPADOCESKA University of West Bohemia in Pilsen
% UNIVERZITA Faculty of Applied Sciences

rre Department of Computer Science and Engineering
Univerzitni 8
306 14 Pilsen
Czech Republic

Pattern Recognition, Classification and
Simulation of Laser Beam Impact

The State of the Art and Concept of Doctoral Thesis

Ing. Jana Hajkova

Technical Report No. DCSE/TR-2008-03
April, 2008

Distribution: public



Technical Report No. DCSE/TR-2008-03
April, 2008

Pattern Recognition, Classification and
Simulation of Laser Beam Impact

Ing. Jana Hajkova

Abstract

This work deals with the problem of laser simulatié\t the beginning it gives a broader
overview of the project of laser simulation which processed at the University of West
Bohemia. The simulation is described in severat&mental steps to gain basic concept of
the process. Several techniques of data sets olgaitheir processing and usage for the
simulation and also the importance of simulatiorstey verification is highlighted to
understand the whole approach well. Several mettiodsautomatic pulse detection are
described in detail. Pulse detection is the maim @&apulse extraction, which is one of the
most important data processing steps. The mainoflemch described method is explained
and their problems and possible ways of their elation are discussed. All methods are
tested for several selected samples which wereechbscause of some typical feature. As
another important part of the work methods for exysverification are outlined and results are
discussed. At the end of the paper future plangh®iproject are introduced.

Copyright © 2008 University of West Bohemia, Czé&upublic



24 ¢ 7| ZAPADOCESKA University of West Bohemia in Pilsen
% UNIVERZITA Faculty of Applied Sciences

L Department of Computer Science and Engineering
Univerzitni 8
306 14 Pilsen
Czech Republic

Pattern Recognition, Classification and
Simulation of Laser Beam Impact

The State of the Art and Concept of Doctoral Thesis

Ing. Jana Hajkova



Pattern Recognition, Classification and
Simulation of Laser Beam Impact

Ing. Jana Hajkova

Abstract

This work deals with the problem of laser simulatié\t the beginning it gives a broader
overview of the project of laser simulation which processed at the University of West
Bohemia. The simulation is described in severat&mental steps to gain basic concept of
the process. Several techniques of data sets olgaitheir processing and usage for the
simulation and also the importance of simulatiorstey verification is highlighted to
understand the whole approach well. Several mettiodsautomatic pulse detection are
described in detail. Pulse detection is the maim @&apulse extraction, which is one of the
most important data processing steps. The mainofleach described method is explained
and their problems and possible ways of their elation are discussed. All methods are
tested for several selected samples which wereechbscause of some typical feature. As
another important part of the work methods for exysverification are outlined and results are
discussed. At the end of the paper future plangh®iproject are introduced.



Table of Content

Table Of CONENL.... ..o e s e e e e e e e e e e eeeeenees 1
I e (0] (=T o I Lo Yox o] (o ] o 2
A B = L= B B 1= Tod 1] 11 o] o P PP 4
3 PUISE EXIFACHION ...ttt e e e e e e e e e s e e s e e e e e e e e e e e e e e e e e e e e 9
3.1 PUISE REPIESENTALION ....uuuiiie oo e+ttt a s e e e e e e e e e e e e eeeaaeeaaaeeeeeeeenens 9
3.2 Methods Of PUISE DELECLION ............utceeeeeeitieiieeeieeee e 10
3.2.1 Method Starting from Global EXtremes ..o 11
3.2.2 Centre of Mass Method ................ucemmmmeiiiiiiiiiiieee e 12
3.2.3 SPIral MELNOM ... ..eeeeiiiie s 13
3.2.4 Image Processing Methods Application......ccccccooeeeeeeeiiiiiieeeeiiceeen 15.
3.3 Actual Results of PUISE DEteCION.......am ittt eee e 17
3.4 PUISE COMPIELION .....ccciiiiieeeeieiei ettt e e e e e e e e e e e e e e eereeeneeeeeeernennnnes 21
S 411 =T o PP 23
4.1 Reasons for SIMUIATION.............oooi s e e e 23
4.2 Technique Of SIMUIATION.......ooiiiiiiii e ee e e e eeeeeees 23
4.3 Analytical MELNOUS ......covvieiiiiiii o et e e e e e e e e e e e e e eeeeeeeeeeeeeeeeannnes 23
4.4 Application METNOAS ..........uuieiiie e 24
5 SyStem VerifiCatiON.........uuuuiiiiiiiiii et s e e e e e e e e e e e e e eeee e nnnaeee e e as 27
5.1 Samples COMPAIISON .......ccoiiiiiiiiiiiimmmieeeeeeietttaa e e e e e e e e e e e eeeeeeeeeeeneeeeeseene 27
B.L.L M SE . e e a e e e e e e 29
5.1.2 DIifference IMAge.......cccoiiiiiiiiiiiiiiiee et e e e e e ee e e e e e 30
5.1.3 Logarithm Operator Adaptation of Differenogalge.............cccccvvvvvvciiieennnnnn. 30
5.1.4 Principal Components ANAIYSIS ......... o eeeeeerrmmmmmiiiaaaaaeeeeeeeeeeeeeeeieeee 32
5.2 Samples OVerlapPing ...cccccoieeeiieiii et ceeeeee ettt s e e e e e e e e e eeeeeeeeeesssenenneeeessnnnnns 34
B RESUILS ... e e e 36
6.1 SAMPIE VIEWING ....ciiieeieiiiiiiiiiie s mmmmm e eeeeeaetaaass s s e e e e e eeeaaeeeeeeesseennneeeeessssnnnnns 36
6.2 Simulation Of BUIMING........cooiiiiiiiiiiiiiiir et 41
6.3 RESUIt COMPAIISON....uuuiiiiiieeeeeeees s e e e e e e e e eeeeeeeeeesaasaaar e s e e e e e e aaaaaaaeaaaaaeeaeees 43
T FULUIE PIANS ...ttt e e e e e e e e e 46
7.1 Simulation IMProVEMENT .........cvviiiiiiiceeeee et e e e e e e e e e e e e e e eeeeeessrennnneeeennne 46
7.2 Automation and Program Self-aCtiVity ......ccceeuuueeiiiiiiiieeei s 46
7.3 The Ways Of PUISE DESCIPLION...........cemmmmmeeeeeeeeeeeieieiieeeiiiiinnnns e e s eeeeaesaeeeas a7
A © 1 1= £ TP 48
S o] ool 11 130 ] o 1 TP PPPPPPRPPPPPPP 49
LIEEIAIUIE .o e e e e e e e et et et ettt et bbb s e e e e e e e e e e e e eeeeeanrrnes 50



1 Project Description

The whole Ph.D. work is prepared as a part of théirdepartmental project. The project
started at the beginning of 2007 in a cooperatidhree departments of University of West
Bohemia — the Department of Computer Science anginEaring, the Department of
Physics and the Department of Cybernetics. Ext¢egstet three university departments, also
a hi-tech company — Lintech [wLin], participatestlms project and supports it. The global
overview of the project is described in [Haj&Her].

The aim of the project is to develop real laseriggent (HW device) for burning
any image into any kind of material. This devicesthuiave several SW parts, which control
the laser and simulate its function. Single paftthe whole project are depicted in Fig. 1.
components processed by responsible workgroupalsmenarked. Partial rectangle border
means cooperation of the departments.

|
——————————— bumed sample !

image / buming task 3: laser (HW) |—)| material l—) (real experiment) |
description [ — | - I |
HPGL BWP I__L__Il__]L__ I__l__
laser material meas_ured
, constants | constants | data files
predictive i cantrol
control convertor i i
: instructions sample
T Smmm——— editor
modified
ex periment
dynamic data
characteristics of
controlled system h 4
simulation I(—
model —\Ir

online control
for simulation
experiments sample bumed

by the simulation
(simulation experiment)

Fig. 1: Detail view of single modules of the pradjaod their solvers: the
Department of Computer Science and Engineeringid(spbrt), the
Department of Physics (dashed part) and the Depamtnof Cybernetics
(dotted part).

The laser itself services the Department of Phy@les dashed part). Experts from
this group have big experience with lasers and thegd the laser system for really
sophisticated physical experiments. The second pgrsu from the Department of
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Cybernetics (the dotted part), who is responsibtedirect controlling of the laser device.

Of course, somebody could thing that such devitesady exist for commercial use. That

is true, but they do not enable affecting all bonghparameters. Moreover, they do not
enable to use simulation for various kind of opgation. This is task for our group from

the Department of Computer Science and Enginedthregsolid part). We were asked to
provide IT support and to add software which wél &ble to simulate burning process and
to explore results in detail. The last partnerha project is the commercial firm Lintech

who will need the system for common technical tabhkis is the second usage of the
system.

After approximately one year of the existence of firoject, we started also to
cooperate with the next partner from the UniversityVest Bohemia. Our team has spread
for experts from the Department of Mathematics. @l of the cooperation between the
Department of Mathematics and the Department of @der Science and Engineering is to
find optimal algorithms for processed samples pagtsognition and their comparison.
These methods will be used during measured dataficadmbn (it means in the part of
sample editor) and in the phase of system verifinat

The whole system enables to burn predefined patteto the chosen material. The
basic function of system modules shown in Fig. H d@ne sequences of the device
operations are described in this chapter.

The laser device enables burning raster and vemgtaphics, text or any other
described experiment into any kind of material. thiryg that should be burned has to be
described in HPGL (Hewlett-Packard Graphics Langyidqanguage or in the form of BMP
image. This experiment description goes to preddatontrol convertor. The convertor uses
knowledge of the dynamic characteristics of cofglsystem and creates from the
description the set of control instruction for tleser. Instructions contain information
where to burn or which intensity to use. Theserurtsions are sent to the laser to control
the burning process into real material — the repeament.

To provide simulation of the burning process, cbtastics of the laser and material
have to be known. They are described in the forhas#r and material constants. Data sets
from the real samples have to be measured andethdt rsaved into the data file. The
process of data obtaining is introduced in the @rap. File with the sample description is
loaded into the sample editor, where it is proaggeeg. overflowing parts of the sample
are clipped). When all files with necessary datlaaded into the simulation model, the
simulation system has to be verified. After thetays verification the simulation of any
experiment can be operated. Experiments can beetumdividually or they can be
processed in batches. The simulation of the burpmogess can run offline or it can be
online controlled to get the best results. During offline simulation all results are saved
and logged so the best results can be chosen wieesimulation finishes. During the
online simulation the burning process can be optahiconcurrently. Criterions for the
optimization can be selected as the speed of byiarimuality of result. The simulator also
enables to view all samples (the real and the sitedlones) in 2D and 3D viewer. It is also
possible to optimize control instruction for theda during the simulation (e.g. intensity of
the laser or time periods used for burning). Finall the end of simulation process the
burned sample (the simulation experiment) is olethin

During the system verification both real experimantl simulation experiment are
compared. Because the simulator should produceadistic results as possible, it has to be
verified.



2 Data Description

At first, the way of data obtaining should be déseui. To get data for the simulation input,
real samples have to be burned by existing lasaipegent into the real material and
measured. To get enough information for settingsiheulation system, plenty of samples
have to be measured.

The set of samples is called experiment. One exy#ri contains data for one
concrete laser device and a given material. It mdhat for each combination of laser
device and material which are used for simulati@pecial experiment has to be measured.
Experiment consists of samples with pulses burnedhb laser into one point into the
material. The count of pulses goes in sequencefreig 1 to 100 (in Fig. 2 each pulse
from the sequence is burned on a single line). Bsxafter reburning the same pulse
several times with keeping the same conditiongdbalts differ a little, each pulse count is
repeated several times, to get an average redudselsamples are places side by side in
one line (one line in Fig. 2a corresponds to thmilar pulses). Results from one real
experiment burned by the laser BLS-100 (Nd:YAGdohaterial, lamp-pumped laser with
wavelength 1064nm) [WSHT] into a steel are visibl¢he 3D views in Fig. 3. Parameter of
burning are: laser power 100W, current 28A, widtthe ray 0.01mm, diaphragm 1.8. This
type of input data is used for pulse extraction sygtem verification.

For the verification also another data sets whiepresent other way of pulse
application are planned to be used. Pulses areumned into one point, but the laser moves
during the burning and burns pulses with the detethfrequency. Also for these samples
experiments are prepared. Such experiment candmeisd-ig. 2b. Parameters of the laser
are the same, the speed or laser movement is 106.mm

a) b)
1% e o o @ 50 kHz | O
2x ® o o @
30 kHz L
5x o ¢ o 0O
10x "B E X 20kHz | coSSOEEBOONRNN0
30x 0000 10kHz | oooeecessee
0 99000 5kHz eeeeeee

Fig. 2: Experiment description for a) pulses burneth one point into the
material — lines correspond to samples with the esasount of pulses,
repeated samples are placed side by side. Sequehties pulse counts go
from 1 to 100 pulses burned into one place; b) gailare burned during
the laser motion with the frequency from 5 to 5@.kH
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Fig. 3: 3D views of samples burned with lamp-pumiasdr BLS-100 into
steal a) 1x, b) 2x, c) 5x, d) 10x into one point.

After burning of the real samples, they have taresasured. For this purpose the
confocal microscope Olympus LEXT OLS3100 [wOlymjised. During the measurement
just a part of the material with burned pulsesuted, scale and zoom are chosen and the
material sample is scanned and saved. As the ofriput the confocal microscope text
format CSV (comma separated values) file is usédhd smaller zoom is used, the
measured sample has worse resolution, it is nopreoise, but it needs less time for
processing and less memory for saving the sampléh Wétter resolution the sample
description is more exact but it needs more timepfocessing. The selection of optimal
scale is another question to be solved.

To be more concrete, it would be suitable to desadiata in more detailed way. The
CSV file contains several head lines with desavipdiof type of measured data, units for all
three basic axes of the coordinate system and thbe size that was used during
measurement.

The head lines are followed by the matrix of floatsich represents the sample
surface. Values express heights in corner pointh@funiform rectangular grid. This grid
represents a height map which describes the suofabe sample (see Fig. 4).

Now the expressions of sample and pulse shouldigienglished and explained.
Data loaded into the simulation system represdr@ssample. It means the surface of the
part of material measured by the confocal microscdje pulse symbolizes the part of the
sample that was burned by the laser (in Fig. S tighlighted by the dashed rectangle).
According to the scale selected during the meaguirthe real material, sizes of similar
pulses can differ. That is why the system compaliedistances in real units.
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Fig. 4: Height map of the measured sample. Thepgamf 100 pulses
burned into one point into cermet.

Fig. 5: Definition of expressions sample and pulsthe area of pulse is
highlighted in the sample by a dashed rectangle.

The majority of samples which we use have the ssimeas the sample in Fig. 4.
The burned pulse fills preponderance of the sarspléace; the real dimension of the
sample is 256x19#n. The grid of height map is really fine; most coomygrid step in
used data is 0.28n. It means that the surface of such sample isritbescby 1024x768
values. We dispose with samples burned into tweenas: steel and cermet (a composite
material composed of ceramic and metallic matgr[al&kiCerl].

In addition to data from samples with pulses burimd one point which are used
for pulse extracting and system verification, werkvalso with another type or real data.
These are samples with pulses burned into the raksdong any trajectory with defined
laser frequency. For each laser and material thaesees of samples with various laser
frequencies used for burning are measured to geugn samples for simulation
verification. More pieces of information about gystverification are described in Chapter
5.



The way of data descriptions obtaining is the sama the case of single pulses, it
means data files are real samples measured byttiecal microscope and saved in CSV
files. Both types of input data (both single pulaad trajectories) are for better comparison
shown in Fig. 6. Fig. 6a shows the sample with @Bgs burned into one point, Fig. 6b
figures sample burned along the trajectory witlydiency 10 kHz. In both cases the same
laser and material (steel) were used.

a)

Fig. 6: Both types of input data burned with thengsatype of laser into
steel a) sample with 10 pulses burned into onetpbhnsample burned
along the trajectory with laser frequency 10 kHz.

Let's explore the laser pulse burned into the niter a detail, at first with a little
bit simplification. In an ideal situation the swéaof the material would be perfectly
smooth without any roughness. When the laser bomespulse into such material, it will
modify the surface. In the point of burning a hallwill be created and around the hollow
the melted material will make a bulge (as seenign Fa). By these conditions if we place
two laser pulses at almost one place, we can psmeiple of summation. Result is shown
in the Fig. 7b where two pulses next to each adheplaced.

a)

Fig. 7: Simplified result of burning into ideallym®oth material a) one
pulse b) two pulses next to each other.

But in the real environment we can hardly expeetidonditions. Because we use
real data which are measured with high zoom, roaghof the material plays an important
role. Fortunately, the dimension of burned pulskigher than material surface roughness.
The difference depends on the material. In spitehat the surface roughness causes
inconsiderable problems during sample processings<sections of real pulse (one pulse
burned into the cermet) can be seen in Fig. 8hénhiorizontal (Fig. 8a) and vertical (Fig.
8b) cross-sections of the pulse the differencéberpulse shape are visible. The differences
can be seen both in the shape of the pulse crofisrsand also in the pulse shape from the
top view.



a)

b)

Fig. 8: Cross-section of real pulse in a) verticahd b) horizontal
direction.

Such pulses cannot be represented by several paranas it could be in the case of
ideal situation. And this is the reason of ourisiea for using height maps for the
representation of samples.

Of course the process of data receiving is monelytiame consuming, size of files
with saved data in also not small, in the casecgéral tens of measured samples for each
material all measured samples of the experimenteach the size of GB. One of our tasks
is to find the optimal experiment which would reggat the behaviour of the material
during the laser burning. We have to decide, howyraurnings have to be done to obtain
enough full-range and representative spectrum tsfeguOf course, we try not to do many
burnings uselessly. For different materials theeeixpents can differ. With data from well
defined experiment, the simulation model would lde ato realize arbitrary kind of
simulation experiment.



3 Pulse Extraction

The phase of pulse extraction includes several whikh have to work in a perfect
cooperation. It concerns pulse auto-detection ensimple, its saving in the proper format,
possible additional loading, modification and figatreation of the average pulse which
can be used for burning simulation itself. The ¢opi the pulse extraction was used as the
main topic in [Haj].

3.1 Pulse Representation

At the beginning of our work it was important toodse any suitable form of pulse
representation. At first we planned to represeatphlse by several parameters or by its
cross-section. The whole pulse should be gaineal sisrface of revolution [wikiSoR]. It
means that the surface of the sample would be reataby rotating the curve of cross-
section in space about an axis passing throw tlaglmi(see Fig. 9a). But after closer
research of real samples we have founded thaetieulses for some materials are far too
asymmetric to use any parametrization. Also cressi@n curves in various directions
differs so much, that representation of the pulssuch way would mean unacceptable
distortion of data. In Fig. 9b-d real pulse crosst®ns for the direction inflected from
horizontal for 0°, 45° and 90° are shown (the soaked for all cross-sections is the same).

L\\\/w

c) d)

N N e

Fig. 9: a) Cross-section curve with axis passingpth the middle round
which the curve would be rotated to get surfaceswblution representing
surface of the pulse; b-d) real pulse cross-sestidor the direction
inflected from horizontal for 0°, 45° and 90° (tlseale used for all
cross-section is the same).

b)

That is why we have to search for another way déguepresentation. Finally we
decided for the same form as it is used for theesgmtation of measured samples — for the
height map representation of the whole pulse sarfabe question was how to describe the
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values of the pulse surface to be used for theibgisimulation in the simplest way. From
several experiments we decided to represent tled td\vthe material by the value of zero.
All points of the sample height map are during puéxtraction recounted and saved as
difference of the surface of the material and tleiginal height. It means that the final
saved pulse consists of positive and negative vakles. The positive values represent
material upon the basic material level; on the @gtthe negative ones represent material
which has vaporized. Such a pulse can be seergirilBi The white color represents basic
material zero level, red parts of the pulse aretipesvalues and blue parts represent
negative values. The higher is the distance of/#iee from zero, the brighter is the color.

Fig. 10: Pulse representation — the white colorregents basic material
zero level, red parts of the pulse are positiveugal and blue parts
represent negative values.

The format of height map is exact enough, butigadivantage embodies in amount
of data files which have to be saved for variouksgsifor different materials. The size of
the file is not very high but we still speculateoabthe redundancy of this format. That is
why we would like to try another method of pulseresentation (as it is described in the
future plans in chapter 7.3). Preliminary invedimas show that for pulses with similar
pulses the shapes of the holes are basically the.sBhe greatest divergences appear in the
area of the pulse border, where melted materi&bdalized. From this point of view it
could be possible to describe the whole pulse bgraé parameters and the divergences of
the pulse border could be generated with partiayeof randomization.

3.2 Methods of Pulse Detection

Pulse detection is used as a part of data premioced he task of detection is to define the
area of the material surface which was affectethbylaser burning as exactly as possible.
Pulse detection can be done of course manuallydouhe speedup and simplification of
the whole preparation process, the system has épap maximum of parts self-
containedly. But the precision and accuracy hdsetpreserved as well with the automation
process. That is why we have to develop appropaigierithm for pulse detection.

The main problem is the roughness of the basic nmaaturface. As it can be seen
in Fig. 11 for some materials, such as for a steélig. 11a, the surface is quite smooth.
Another situation comes in the case of cermet (Eid), where the protrusions on the
material surface are more noticeable. Moreover, dibrtypes of material also local
roughnesses which are not specific for the mateanlappear. Such defects need not to be

10



visible on the material surface by naked eye, hahks to the height resolution of real
sample scanning, they are included in the desoripi the sample and are the source of
problems during the pulse auto-detection. Locabghmess can be seen in Fig. 11a on the
upper side of the sample.

The user is able to distinguish roughness or defettthe material during the
manual pulse detection, but for the automatic nektihas very difficult to differentiate
these inaccuracies from the border of the pulses@m methods have to be precise enough,
but very precise methods are already slow. Quigkdyking methods are unfortunately
inaccurate. That is why we have to find a comprenasd create a new method designed
right for this task.

a)

=== ey

Fig. 11: a) Surface of steel with relatively smostinface; local defect can
bee seen on the upper side of the sample. b) ®uofamermet sample with
globally higher roughness of the surface.

3.2.1 Method Starting from Global Extremes

The first version of detection algorithm goes frammodified sample surface. The
procedure is in a simplified way shown in Fig. TRe algorithm starts from points with the
minimal and maximal height (represented as whitd hlack cross). These points are
supposed to be in the area of the burned pulseshimatld be detected. From their position
columns of height map to the left and to the rigide are inspected and the height
difference of points in each single column (it medne difference between the maximal
and minimal value in the column) is counted. If trldue does not exceed given height
limit, an inspection in the direction is finisheéfter cutting of columns on the left and
right side of the pulse, the same process of badarching is started for rows. From the
position of the minimum and maximum the method gbesw rows and looks for the first
line above and under the pulse which height diffeeeis lower then the value of given
height difference limit. Horizontal borders (showssihorizontal lines) are appointed.

There is a question how to gain the value of ddifiee height limit. This is one of
problems of this algorithm. If we do not want ta sge constant manually we have to
explore the sample automatically, for example duits loading into the system. We can
suppose that borders of the sample are not modifjethe burning and that is why they
represent the original material surface and sodifference constant can be for most
samples precounted, for example as the minimalhhelgference counted from several
border columns. But this approach may not work wethe used border of the sample is
damaged by any local defect of the material. Inhsoase the difference constants is
counted too high.
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The worse problem that causes wrong results of rtteghod is brought by local
defects of large height or depth. The defect canentbe location of global minimum or
maximum from the area of the pulse to the areaadlldefect. This problem can be solved
by exploring of the surroundings of the minimum anaximum position. If the volume of
the shape around the starting point is too smaltan be labeled as a local defect and
another starting position has to be searched footl#er way how to solve wrong starting
position determination is to change the algoritHfrsosearching.

Fig. 12: Borders founded during the algorithm ofgmidetection. Crosses
represent minimum and maximum of the surface.rgit\fertical borders
are found, and then upper ant bottom edge is deten

3.2.2 Centre of Mass Method

In the previous chapter a relatively simple metlhadpulse detection was described. Its
main problem was finding of starting point. Anothlesly how to get the starting point for
automatic pulse detection is to find the positibentre of mass in the sample. The typical
procedure of the center of mass computation hasbdoadapted for the sample
representation. Basic expression for calculatiorthef center of massg of a system of
particles is defined as the average of the parfiolgtionsx;, weighted by their masses
(4.1) [wikiCoM].

X, = 2mX (4.1)

T

Let us label the point of the sample fas f[x, y]. Because the whole sample is
represented by positive values (the values reptiesetine material level in the sample are
given by the height of the material into which gemple was burned), we could define
m; = fi. The simplified cross-section curve of the sangale be seen in Fig. 13a. The result
is shown in Fig. 14a. If the pulse does not taleertiajority space of the sample and the
pulse is not placed in the centre of the sampkereit of the surface overbalances the pulse
area and the centre of mass is moved from theecehthe pulse partly to the side of plain
surface.

That is why it is necessary to shift the whole skgp that the material level is
represented as a zero value (see Fig. 13b). Bysthisng some parts of the sample are
represented by the negative value. Such sampleotdmn used for center of mass

12



computation and so the negative values have tmbeected to positive ones. That can be
done by using power function with even and posiéxg@onent. To stress values of the
pulse from small values in the neighbourhood ofzé level, we decided to use exponent
4 (Fig. 13c). Finally the weights for center of masomputation are defined as in the
expression (4.2), whetlmsicLevekepresents the height of the basic material. €salt of
such calculation can be seen in Fig. 14b.

m =(f, —basicLeve)* (4.2)
a) b) €)
o~ —
| | A |
Fig. 13: Simplified cross-section of the sampleaih three phases of

computation; a) the original sample, b) the sitoatafter shifting material
surface to the zero level, c) the sample afterigppbn of power function.

b)

Fig. 14: The result of center of mass counting it weight ayn; = f;
and b)m, = (f-basicLevely.

By this method we get the starting position whistplaced in the area of burned
pulse and is affected by local material defect imimimal way. The other steps of
algorithm described in Chapter 3.2.1 can be usettightime or we can choose another
technique which is described in Chapter 3.2.3.

3.2.3 Spiral Method

We have tried the centre of mass computation fosanples we dispose with and the
location of starting point was always found corett the area of burned pulse. So we can
try to use another approach for finding borderthefpulse (previously described algorithm
of pulse borders detection is sensitive to locécks on the material surface). We can start
in the starting point and then inspect the surrcugslup to finding the basic level of the
material.

13



In the ideal case, the pulse has circular or @lgel shape and the centre of mass is
placed exactly in the centre of the pulse. For sudke we can find the bounding rectangle
simply. If we put through the centre of mass twed parallel with axig andy (as can be
seen in Fig. 15a), we can make cross-sectionseo$déimple along these lines (the vertical
and the horizontal ones). The cross-section cunapiimally in the area of the pulse more
diverted than in the part of the unburned matefihaht is why we can determine two points
of the curve, where the pulse finishes and to edborders there (Fig. 15b).

Searching of border values starts at the beginaimdyat the end of the curve and
continues in the direction to the centre of massstFwe are in the area of unburned
material and that is why values of the curve dodiiéér from the average material height a
lot. When the values start to differ more we hawentl the border of the pulse. To prevent
mistakes caused by roughness of the material, ahee sheight limit as in the algorithm
described in previous methods (gained during tihepsaloading) is used. While searching
for the border we inspect always a sequence ofetwadues of the curve to prevent
mistakes. By this approach we get left and rightdbo of the pulse from the horizontal
cross-section curve and the top and bottom border the vertical cross-section curve.

b)

Fig. 15: a) ldeal sample with nearly circular shapgo lines parallel
with axisx andy are going through the centre of mass. b) Cross$i@aec

curve with defined borders.

In the real cases the method described above isuifitient, but we can use its
result as a starting state for the next processintpe shape of the pulse is irregular, the
centre of mass is shifted from the middle of théspuas in Fig. 16a). Moreover, the
irregularity of the pulse from the top view deflethe borders (as in Fig. 16b). That is why
the previous procedure gives only a rectanglelibeders a part of the pulse.

a)

Fig. 16: a) Shifted position of the centre of miagstion. b) Asymmetry of
the pulse shape in the top part of the pulse frbmtop view that will
cause top border shifting. Dashed rectangle presetite border

determined by the algorithm.
14



3.2.4 Image Processing Methods Application

All methods for pulse detection described abovesusdar principles and that is why they
face the similar problems. So we decided to trigth another approaches. One of the tested
alternatives are methods used for image processidgrecognition such as thresholding,
erosion, dilatation, edge detection, pattern reitimgn various types of image filtration etc.
[Hlav], [Hlav&Sedl]. These methods are in the psxef testing for the present and they
are not used for the detection itself yet. Methads tested in combination with different
variants of resampling of the image. The resultk lvell so far, the main problem is the
automaticity of the detection process, becausedoh sample the setting is different.

So far we have tested two approaches. The firstuses thresholding together with
image resampling and compression. In Fig. 17 tlelt® of thresholding applied on the
sample of 60 pulses burned into the same pointdatmet are shown. Firstly, the original
image was thresholded by two treshes so the imagecanverted into three colors — white
for points above the material surface, gray forriegterial itself and black for points under
the material basic level. Fig. 17c-d show the saamaple modified by the maximal JPEG
compression [Blell] before and after thresholdifithe compression is used just for the
simplification of the implementation because wedé®eremove high frequencies (which
causes roughness of the material and the discietmec transformation used by the
compression ensures that).

Fig. 17: a) Original sample — 60 pulses burned ithe same point into
cermet; b) the sample thresholded by two threst)ehe original sample
resampled by the JPEG compression; d) after apptioeof two threshes.

The second way for automatic pulse detection udiegmage processing methods
might be the methods using any kind of filtratiom the combination with isolines
searching. Also this approach is in the phase sifnig. We did not want to implement all
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used methods into our system before determinatidheoapplicability of the methods. For
speeding-up of the testing process we decideddiothe method so far in the Wolfram
Mathematica® [wWWM] computational environment. Weeded to bring data into the
computational system in a simple way and so whydeeided to use grayscale image
representation of sample height maps. For the erpd algorithm testing the format of
grayscale image was easy to load and the exactiessrface description was for the
method verification sufficient. Thereafter we weatde to apply predefined functions of the
Mathematica system to the form the algorithm.

At first the surface of the material had to beef#td. For the filtration the fast
Fourier transform [Brigh] was used. By the filtati the surface of the material was
smoothed out. In Fig. 18 the original and filtesaanple can be seen. The smoothed image
is clipped because of the filtration.

a) b)

Fig. 18: Images representing the sample surfactaénMathematica®: a)
the original one; b) image after the filtration.

After the smoothing of the surface we search mesli They are created by the
values tightly above and under the basic mateew!llevel which are connected into the
continual curve. Finally the isolines are smootloetl The result can be seen in Fig. 19.
The blue line shows the isoline tightly under tlasib material level, the red one represent
the isoline above the unburned material surfac&idn19a isolines in the smoothed image
are shown, in Fig. 19b isolines are transferred ihé original image.

a) b)

Fig. 19: a) The smoothed and b) the original imagegresenting the
sample surface with isolines which were found hghinder (blue) and
above (red) the basic material level.
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The successfulness of the algorithm depends onraefeatures. One important
standpoint is the choice of parameters (the sizbefilter mask or the difference between
the basic material level and the level of eachlsingpline). A significant role plays of
course also the sample surface itself. Very immoris the height symmetry of the pulse,
especially its outer border. The lower isolinensmost cases found correctly, the worse
situation is during the upper isoline searching.cAa be seen in the pictured example, if
the material is melted around the pulse hollowgutarly, the filtration is affected by the
height difference of the material surface and tppen isoline is not found completely.
Moreover, the filtration clips the image by theesif the filtration mask. Because the area
of burn pulse takes the majority of the sampleteelaespecially to the sample height, the
isolines are not computed for the upper and bofpam of the pulse very often. Some of
these problems (e.g. the last one) can be solveédeoydividual adaptation of the filtration
for the sample surfaces in the filtration implenagion into the simulation system.

Unfortunately, this method is also very slow. Thegessing of one sample of the
original size (1024x768 pixels) needs more thannémutes. The speed has been partly
increased by resampling of the original samplentodize 400x300 pixels, but it is still not
optimal. The next speeding-up of the computationlc¢cde reached for example by the
decreasing of the isoline shape.

Although the approach of surface smoothing andinssl searching is not the
optimal solution yet, it gives to us another pahtview on the sample and its processing.
Except of the automatic pulse detection this metbeeims to be a good way to get more
detailed description of the sample which would émab compute better statistics over the
sample or to compare them from the different pofntiew. In this approach also linear and
non-linear diffusion filtering [Nishi] could be udeWe want to test these methods and to
search for their best usage in our future work.

3.3 Actual Results of Pulse Detection

Several methods for pulse detection were describlegly differ in precision and reliability
but also in computational speed. Some of them wepéemented to the simulation system
and some methods were so far tested in Wolfram &fasttica® [wWM] so that we get
preliminary imagination of their applicability. Athethods were tested on the same samples
which were chosen because of any specific feafitre.task of the algorithm has been to
detect the pulse in the most perfect way.

In this chapter, problematical samples which asphically shown in the pictures
are described and discussed. Tested samples ave gh&ig. 20. Some of them are burned
into cermet (Fig. 20a-d), where the high roughredshie material influences the detection
process and some are burned into steel (Fig. 20#h¢h has much smoother surface.
Samples with various counts of laser pulses buintd one point of the material were
chosen. All samples except the first one were nredswith the same scale. Surfaces of
several samples are influenced by the local def#fdiise material and shapes of pulses are
in some cases more and in some less asymmettiice lfollowing text the samples are for
the simplification labeled by letters A-H.

A feature which is problematical for methods ddsedli in chapters 3.2.1 (Method
starting from global extremes), 3.2.2 (Centre osnmethod) and 3.2.3 (Spiral method) is
the determination of height difference limit. Thaywof its precomputation as the minimal
height difference calculated from several borddurmms works quite well for the samples
without any areal local defect on the material acef But the areal defect around the pulse
can produce incorrect pulse detection as it is shiowig. 21.
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Fig. 20: Samples used for testing of pulse detedliigorithms (material

of the samples: a-d cermet, e-h steel). a) 1 puaisasured in smaller
zoom, b) 2 pulses where the area of pulse is mmtlgtbounded, c) 70
pulses and d) 100 pulses with the non-symmetripestod the pulse, e) 1
pulse with the areal local defect of the materiatface, f) 10 pulses with
the local defect in which the global height maximismocated, g) 50
pulses with a defect in the area of pulse, h) 108gs.
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Fig. 21: Sample E with local defect of areal chaeacaround the pulse
which causes incorrect pulse detection.

Another problem is the roughness of the materigbse for example in the case of
cermet. Each of methods copes with the problemlitti@bit different way. Results of the
Centre of mass method are shown in Fig. 22a acahitbe compared with the result of the
Spiral method in Fig. 22b. The value of height eliéince limit was computed too high
because of the roughness of the material. In tise dase where left and right border were
found first, part of the pulse was not borderedtHa second case, thanks to the spiral
approach, this did not happen at the cost of ekeeegpansion of bordering rectangle.

Fig. 22: Comparison of pulse detection for the skmi® with the high
material roughness — a) Centre of mass methodpbaBmethod.

The main disadvantage of the method starting fréobal extremes is the setting of
the starting position. If there is any local defettextreme height, the starting point for
pulse border search is shifted into the positiolocél defect and the result is distorted. The
sample corresponding to such situation can be ise€iy. 23. The other two methods have
solved this problem by another way of starting poosmputation.

Fig. 23: Sample F with local defect of extreme heig the surrounding
of the sample which causes wrong localization aftisty position for the
method starting from global extremes.
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Till now only problematical samples were describEdr the rest of samples the
results gained by three fully described methodssatisfactory and so the methods could be
used for the automatic pulse detection. To des¢hbecategory of unproblematic samples
is not very complicated. The pulses are well baxdeion the material surface no defect
occurs and the roughness of the material itsetfirsor.

For the other pulses we have to search for anyembstilution. The following
description shows results of tested methods. Téateeare partial and they should lead to
the pulse detection. That is why results for bathbematic and well-processed samples
are presented. Application of the image processnmeghods and smoothing and isolines
searching methods are so far in the phase of ¢gatid gained results are just partial for the
present. Nevertheless, the results look very petisgedy to be used for the pulse detection
in our system.

As one of the methods which could be possibly Usedhe pulse detection also
thresholding was mentioned. In Fig. 24 the resniltfe thresholding by two threshes are
shown. All samples have been processed manuallygetothe best results. For these
samples no resampling was used. As three exangalegles B (Fig. 24a), F (Fig. 24b) and
G (Fig. 24c) were chosen.

b) c)

e

S

Fig. 24: The results of the manually thresholdingtvo threshes for the
samples a) B, b) F, c) G.

For the method of surface smoothing and isolinesckéng the biggest problem is
the setting of constants. The size of the filted #me value of difference which gives the
level of the isoline above and under the basic riteevel have to be determined. The
filter size has to be set to smooth the roughnésiseomaterial well, but not to smooth out
the whole pulse too much. In Fig. 25 the resultsigihg different size of filter masks is
shown. The sample B was used because of high mlatenighness. In Fig. 25a the mask is
too small, in Fig. 25b it is quite optimal and ilgF25c it is too large.

c)

Fig. 25: The results of using different size akfilmasks for filtration of
sample B: a) too small filter mask, b) optimaldiltmask, c) too large
filter mask.
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In Fig. 26 the same filter size (the optimal onaswused for the sample H and the
value of difference between the basic materiallland the level of isoline was increasing.
In Fig. 26a the isoline was found on the basic neltievel. The result looks well, but there
is a space between the isoline and the bordereoptifse. In Fig. 26b the difference was
increased and so the isoline was founded moreyightthe pulse. Finally, in Fig. 26¢ the
upper isoline is separated into several parts wharlder the highest places in the pulse.

a) b) c)

Fig. 26: The results of isoline searching with gzame filter, the difference
between the basic material level and the level sofines. a) Isoline
directly on the basic material level, b-c) incraagivalue of difference.

As it was written, this method seems to give gaslilts, but its main problem is in
the parameters which can be hardly set automaticdi can be seen in Fig. 27, also for
this method the pulse detection for samples E @ig) and B (Fig. 27b) is problematic.

a)

Fig. 27: Isolines computed for problematical sanspég E and b) B gives
also not optimal results.

3.4 Pulse Completion

Let us assume we have detected pulses in all saroplidhe experiment. Each of them is
saved in a separate file. The question arises bosoinbine pulses of the similar samples
(it means e.g. all samples representing 50 lasisepuiburned into one point into the steel)
and to create one optimal pulse. This optimal pslssuld not be influenced by the local
defects of the material.

The final pulse can be created as an average fllomeasured and detected pulses,
other possibility is to count median or to use atgtistics of number of values incidence.
Determination of the best method has to be donmglwerification and result comparing.
In Fig. 28a-c three samples with 10 pulses burmtd the steel can be seen. Fig. 28d
represents an optimal pulse which was createdesavérage of all three pulses.

21



Fig. 28: a-c) Three samples with 10 pulses burne isteel; d) an
optimal pulse which was created as the averagdl tiiil@e pulses.
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4 Simulation

What leads us to simulation creation, which are masons and why it is useful to use
simulation for processes like laser burning? Gdrsanaulation methods, the reasons for the
simulation and the concrete technique and methotlave decided to use are described in
the following chapters.

4.1 Reasons for simulation

The whole system of laser device should serve fscellaneous scientific and commercial
experiments. Results of these experiments are soewtnot fully deterministic, that is
why they sometimes need to be reoperated sevearastito obtain optimal result.
Repetitious burning of the same experiment is maraytime consuming. That is why any
software tool which would eliminate real burningieéorrect results is beneficial.

The simulation should provide experiments as qai#t cheap as possible. It would
also enable optimization from different points aéw (speed, accuracy, etc.) and help to
eliminate the unreasonable experiments. All pafrth® simulation should be automatic in
the maximal way so the simulation can run indepetigef the user. Moreover, in contrast
to real burning where each experiment requires@agy simulation creates a possibility of
batch-oriented experiments executing. After theustion finishes and all gained results
are described by some log system, the best re=auitbe selected.

As a part of the simulation there should be alspl@mented a tool for data 2D and
3D visualization. This tool would enable to exploeal or simulated results and to interpret
accuracy and optimality of the simulated sample.

4.2 Technique of Simulation

For the simulation we had to find which simulatimethod to choose. To be able to decide
which method to choose, we have to learn as muglossible about the simulated system.
We also have to consider possible cooperation thigireal equipment for real data burning
and measuring.

We had to decide between two basic ways of sinaulatit is possible to simulate
the real situation on the basis of analytical mé¢hor to create simulation model with
using an application approach.

4.3 Analytical methods

Simulation using analytical approach comes from wedge of physical equations,
mathematical descriptions, procedures and depereder@f course, the analytical methods
can be discretized and results can be computed mzathe Simulation model which we
get by this method can be general enough but Bocéise of concrete equipment it could be
difficult to find the right combination of parameteo describe it exactly.
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Nevertheless, the analytical approach is a good heay to model lasers. Not only
lasers can be modeled this way, but also e.g. mgejtrocesses of the material can be
described by analytical methods (e.g. the Stefabhlpm [Alex]).

4.4 Application methods

Because we have relatively good access to thdasal device and so we can get data from
the real experiments, we decided to select anotlagr to simulate laser burning — the
application approach. We want to start from regegdknents and make use of knowledge
of concrete lasers and materials characteristiesaBse we use measured real data burned
by concrete type of laser in a given material, v@@ @chieve more accurate results in
comparison with analytical methods mentioned ab®te. format of used data is described
in Chapter 2.

The pulses are extracted from input data for gm@mbination of used material and
laser setting. The basic technique of simulatiorsainples burning is to place selected
pulses gained from input data on the surface ofittieirned material. Pulses can be placed
also over each other. The format of the pulseegghed for the simplest usage as possible
and it offers the ability of direct application thie pulse on the surface of the material (as it
was described in chapter 3).

The matrix of pulse height map is during the sirtiatasimply added to the height
map of the surface in given point. Negative valuegresenting removed material are
subtracted and positive values of melted mateniaurad the hole are summed to the
original surface (as can be seen in Fig. 29).

Fig. 29: Material surface before and after simudati burning of the
selected pulse.

This simple technique is not able to catch chamja®gsults caused by heating of
the material during repetitive burning of laser natp one point of the material. During one
pulse burning this fact does not affect the redat,if more pulses are burned, material is
heated and it gets different physical properties.

Another but a little bit similar problem is causkey the ray reflection. If the laser
ray burns on the smooth surface it behaves irila bit different way than if it impacts the
surface curved by previous pulses. It can refladttae material is evaporated in a different
direction.

That is why real measured pulses not only for amédd pulse, but also for more
pulses burned into one point are used. Using varpput samples leads to more realistic
simulation. E.qg., if pulse with 10 pulses and sgjosaitly pulse with 5 pulses is used for the
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simulation, it corresponds more to the situatiorerghthe burned material is heated after
burning of 10 pulses then it cools down and 5 pukse burned. Off course, the real 15
pulses are burned without any pause, but for theulsition it can help to better result
approximation. Let's assume a task of burning aptarwith 15 pulses in one point. We
dispose with real measured data for 1, 2, 5, 1028nplulses. There arises a question how to
combine existing input to get the best result. €hmre many possibilities, e.g. 5+ 5 + 5,
10 + 5, but also 5 + 10, because how it is writtea order of pulse burning is important.
The reasons are heating of the material and edlyeditierent way of laser ray affecting
the material at the curved surface of the matefibk operation of adding pulses is not
commutative.

The problems do not occur only during burning imoe point. Very similar
problem as in the previous case have to be solviédve burn pulses next to each other
during burning along a trajectory. Pulses are taidr each other and part of the pulse is
applied on the original surface of the material @ad is burned over neighbouring pulse.
Heating of the material might not have been tak#n account (the temperature of the
material does not run noticeably after one pulsmibg), but the laser ray would very
probably reflect in a little bit different directicand dissimilarities in material vaporization
should be covered by the simulation.

Other inaccuracies are usually caused by startmdgfiaishing laser motion. As can
be seen in Fig. 30a, the start of burning the sta&pw&ajectory is not accurate at the
beginning, also pulses are burned in differentadices.

Fig. 30: a) Inaccuracies caused by starting theetashotion (the shape of
trajectory is not accurate at the beginning; alsolges are burned in
different distances). b) Local defect in the aréthe pulse.

Also material which is used for burning can causebjems. Because of height
resolution in which the simulation runs, there @rgble inaccuracies of the material. These
local defects cannot be seen by eye, but they ddurence the result of the burning. The
probability of error can be decreased by polistimgused material, but it cannot be done
each time. There is also not technically possiblséeasure the material before the burning
and to set the exact point where to burn. Thathy we can suppose using of an ideal
material without any local defects.

There are many factors which can influence thel fiesult of burning and so they
should be taken into account also during the sitiurla For example surround and
atmosphere during the burning itself belongs anmsurap factors. Burning can be provided
in the protective atmosphere or in presence ohtheirculation. Condition of the surround
can influence shape of the pulse, especially thelsiity of material melted around the
pulse.
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Because the simulation should reflect the realltesis exactly as possible, all these
variations should be taken into account. The freallt of the simulation would be adapted
by using several simulation coefficients. Of coutsigher precision will be given to the
simulation progressively and it will be also vexdiin the future.
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5 System Verification

For the correct function of the simulation the spsthas to be verified. During the
verification the burned samples are compared with real ones. The real samples for
verification are gained by the same method as & described in Chapter 2. The system
verification can be done manually by comparing awdluating results visually but the
application has to enable to evaluate results aaffioally. The process of system
verification and data comparing serves for simalagystem setting.

The manual evaluation is used for single samplekecid sample is burned by the
simulation and compared with another one that &lyeburned into the material and
measured by the confocal microscope. In dependencthe result of comparison, the
simulation is adjusted. The comparison is donesfreral combinations of material and
several number of burned pulses or other type ofibg sample (e.g. burning along the
trajectory).

To test and evaluate the system in a more globglaMaroad range of samples has
to be simulated and compared. An automatic vetiboais used for speeding it up. In this
phase, whole experiments designed for verificatan be evaluated at once. For each
single case several parameters are computed. Basteese parameters the results can be
marked as accurate or problematic. Problematic Earhps to be reoperated or the
simulation has to cover such problems so that itihelation becomes more precise. After
the system is verified it is able to burn the sas@ls realistic as possible.

A question arises, which parameters to use to septehe difference well enough.
Possible methods and approaches are describeliowifay chapters.

5.1 Samples Comparison

Each time during the verification two samples avenpared. At the beginning we should
discuss possible variants of samples and locatigdheopulse in the sample. Pulses can be
shifted towards each other, they can be scalechey tan have even different shape.
Several basic possibilities are shown in Fig. &lnftop view and in Fig. 32 from the side
view as the cross-section curve. First sample dapompared with other ones. The other
sample can be, e.g., shifted (b), scaled (c) ordiffer from the first one in the shape (d).
Of course, all these differences can be combingdthear. A question arises, which one of
the simulated pulses is more similar to the real amd what pulse characteristics influence
the difference most.

Now it is a good time to think, which of describedodifications is most
problematic. The most uncomplicated situation ighe case of vertical shift (Fig. 32b).
Both samples can be aligned to the same heighebgunting the surface of the basic
material. Solving of the horizontal shift (Fig. 31ib a little bit more complicated, and it is
described in chapter 5.2. The problem of scaledpsa or pulse in the sample has to be
solved by the simulation model modification. Thersicsituation arises in the case, when
pulses differ in the shape as visible in Fig. 3td Big. 32d. This could be solved partly by
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changing the input experiment used for the simotatnodel setting and its verification and
also probably by modification of simulation itself.

a) b) c) d)

Fig. 31: Possibilities how can a sample a) diffeonfi another one which
is shifted (b), is scaled (c) or has different shab pulse (d). All variants
are examined from the top view.

a) b) c) d)

Fig. 32: Possibilities how can a sample a) diffeonfi another one which
is shifted (b), is scaled (c) or has different shab pulse (d). All variants
are in the form of cross-section curve examinethftbe side view.

Of course, to get correct comparison results, sasnpiust be saved in the same
precision and resolution or they have to be recdetpbefore the comparison itself. The
recomputation is also done in the case that baatenmal levels of both materials are not in
the same height. By this operation we eliminatétisliof both samples in the vertical axis.

On the surface of the sample the roughness ofriggmal material is visible. Also
local defect of the material can change the orighuaface unpredictably (as described in
Chapter 3.2). That is why we would not get a zefter@nce after comparing two real
samples of the unchanged material (samples withayt pulses) measured in different
places. It shows the fact that even more samplekhefsame basic material will differ.
There can be seen that the roughness of surroundiatgrial can increase rate of
inaccuracy of compared samples. This happens alsbei case of samples in which the
pulse fills the majority of the sample surface. ihorease the precision we should try to
evaluate only the area of burned pulses and clasesbundings. For this purpose, the
methods and techniques used for automatic pulsectitat in the sample described in
Chapter 3.2 can be used successfully.

Another question is what to do in the case of d#ffd dimensions of the samples
(Fig. 31c). If the sample sizes differ, but wholered areas are correctly detected, they can
be resized and compared. In the case where ordytafpthe burned surface is presented in
the sample, it is important to localize correspagdiparts before the comparison.
Localization of corresponding parts does not haveetsimple in all cases.

Let’'s suppose that we detected burned areas in &athples and we want to
compare them. Even though we expect minimal spaoend the burned area it is
necessary to overlap both samples over each ath#tras we really compare only burned
areas. Usable methods, possibilities and probldnsarmples overlapping are described in
Chapter 5.2.

Samples are represented as height maps, so thardhkem is about to compare
two surfaces described in the form of uniform ragtdar grid. This representation can be
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transferred into the format of grayscale imageit&d the problem of two burned samples
comparison can be solved by methods and algoritfonsimage comparing [Zapl].
Methods based on image comparing are not the oo$siple way how to solve the
problem of sample comparison. As a promising apgraseems to be the usage of the
Principal Component Analysis which is outlined ihapter 5.1.4.

We have to decide which information we need to @etthe result of samples
comparison. Some methods give us one value. Thig \expresses total difference. Such
methods are suitable for automatic verification.e Tother group of methods shows
difference in the whole image (or image part) andbdes better localization of problematic
parts. However they are unsuitable for automatcessing.

In following three chapters, methods used for insag@mparing which can be used
for samples comparison, are described and thegreusige showed for concrete samples.

5.1.1 MSE

This method counts the mean square error (MSE)otth Bamples. It is defined as the
difference of pixel heights of samples squaredtfiererror highlighting. Differences for all
pixels are summed and divided by the sample suréaeension. The resultant value
expresses average error of each pixel. The caionla given by expression (6.1), whéke
and H represents width and height of the sampteal(i, j)) andsim(i, j) indicate single
points at the given position in the sample heigaprrid.
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It is easy to see that for more identical sampheslower result of MSE method is
computed. Let us compare two samples with the samlse counts from the real
experiment (5 pulses burned into one point in teelsshown in Fig. 33a-b. Samples are
very similar, but nevertheless they differ a litfldie MSE for this case reached the value of
0.385. The other case is comparison of two abdgldifferent samples (sample with 5 and
50 pulses burned into one point in the steel; shiomiig. 33b-c; MSE = 4.186.

a)

Fig. 33: a-b) Two similar samples with 5 pulsesr®d into one point into
the steel; c) sample with 50 pulses burned intopmiet into the steel.

The results of MSE computation for sample heighpsnare much smaller than in
the case of grayscale images. The reason is simag,scale images consist of values in
the interval <0, 255> while values representing slaenple surface reach the maximal
values of about a few tens. Moreover, before thmpmdation itself, basic levels of both
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samples are shifted to the same height and saffeeesdces among values of both samples
come more near. After the sum of individual diffezes is divided by the total dimension
of the sample, the result is typical between 0 Hhd

During the MSE computing for the whole sample a potational error arises. It
results from among of the points on the basic nmedt&vel where the zero difference is
computed. These points do not add any incremeaotti@ total sum, but they are included
into the sample dimension and so they distort #wult. That is why to get the most
accurate results it is important to compute the MB#y in the area of pulse. For the
purpose of the automatic pulse detection algoridescribed in Chapter 3.2 can be used.

5.1.2 Difference Image

Difference image is in principle visualization diet MSE. Color of the pixel is defined as
the difference of heights of both samples at theesponding position recounted to
grayscale interval. The dependence can be simglgritbed by expression (6.2), whenén
and max represent minimal and maximal values of differenidee method differs a little
from the typical difference image counting, whdre aibsolute value of difference is used.
By this modification we preserve information abdlé order of sample heights (we can
find out from the image which sample has the higl&ue representing the surface in the
given pixel).

dif[i, j] = 255* (real(;, j&;i_"rﬁi’rf»_mi” (6.2)

The color of the basic material level represents ldvel of zero difference; all
points which are darker are in positions, whereutated sample surface was higher than
the surface of the real burned sample. In the afpasases where the simulated sample
does not reach heights of the real sample, thel mxéghter. The points with highest
difference have white (real sample is higher) alaglb(simulated sample is higher) color.

Results of comparing of the samples describedearptievious chapter are shown in
following images. Two different samples with 5 pdsburned into one point were
compared ant its result can be seen in the firkinwo of images. The comparison of
sample with 5 pulses and the sample with 50 pudsesed into one point are placed in the
second column. All samples are burned in the siifference images are depicted in Fig.
34a. Together with difference images also horidotriass-sections going throw middle of
the samples are shown. In Fig. 34b cross-sectibdgference images are visualized and in
Fig. 34c cross-sections of both simulated (blackv&€uand real (gray curve) sample are
presented.

5.1.3 Logarithm Operator Adaptation of Difference Image

For difference images with broad range of valuesials differences can not be
distinguished well, because they are in the imapeesented be very similar or even the
same gray color. If we are interested in these Istiférence values, we have to highlight
them. It is possible by using the logarithm operdteLogOp] and to use logarithmic
function as a mapping function for difference imagedification. During this operation
each pixel value is replaced with its logarithm.
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Fig. 34: Difference images of comparison of twoilsimsamples (the left
column) and two absolutely different samples (thightr column).
a) Difference images, b) horizontal cross-sectiohdifference images, c)
horizontal cross-section with curves for both siated (black curve) and
real (gray curve) sample.

The expression (6.3) is typically used for logaritb modification of images. It
expresses logarithm operator mapped on the stamlifiedence image with the absolute
value of difference. The basis of logarithm doesinfluence the result; there can be used
e.g. natural logarithm or the base of 2 or 10 lalgar. The multiplicative constant of the
expression ensures scaling to values in the inter@a 255> representing gray color.
Because the logarithmic function is not defined @prthe value of 1 is added to the
parameters of logarithmic function used in the espion.

difLogfi, j] :ﬁ* log(1+ Abgreal(i, j)-sim(, j))) (6.3)

As it was written in previous chapter, the modif@itference image is used for the
samples comparing. That is why also logarithm dperaas to be used in a modified way.
We have to distinguish points, where the heighsiaiulated sample is higher than the
surface of the real one (such points are in thier@ihce image placed under the basic level
of the material) from the opposite case. That iy wie have to apply logarithmic operator
separately on the points above and under the basierial level. The material level can be
declared as zero, because both samples have bgeadabefore the sample comparison
(the reasons of this operation is described in tendpl).
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The modified expression (6.4) goes from the vatli§i,j computed by the
expression (6.2). The valld is counted for each of two cases separately asvber of
gray colors between the material base level andimexdifference in the relevant
direction. For example, if the basic material leietepresented by the gray color with the
intensity 160, all pixels above the material areead into 95 levels of have the value in the
interval <0, 159>. Value of the fraction at the imegng of the expression differs for
converting for the points above and under the le¥élasic material.

difLogfi, ] = | *log(1+dif i, j]) (6.4)

og(L+M)

The results can be seen in the following image$:ign 35a the original difference
image is shown, in Fig. 35b the difference imagedified with the logarithmic operator
can be seen. The difference of both images isleisiell. The original difference image
defines the color equally in dependence of thelaygal color. From this representation we
can get good imagination of heights distributiom. e other hand, from the logarithmical
modified image we can better find out small diffeses in the neighbourhood of the
material level.

a)

Fig. 35: Difference images of two compared sam@gshe original
difference image, b) difference image with logamthoperator
modification.

5.1.4 Principal Components Analysis

Principal Components Analysis (PCA) can be used pswerful tool for data analysis. It
bases on computation of the eigenvectors and eddiees which help to identify patterns in
data. The data set is expressed in such a wagithdarities or differences are highlighted.
PCA seems to be a promising approach for the cdegrarof samples. All peaces of
information for this chapter were gained from [Sthitwhere the whole method is
explained in a very understandable way. That is whkywill not describe here the whole
method in detail, but just several main featurdklve outlined.

The method runs in several steps. At the beginmniath has to be loaded. An
example of the original data set is visible in §a. To get data set with the mean value of
zero (which are used in PCA), all values have tshi#ied in each dimension by the mean
value (by subtracting the average in all dimensiosn example can be seen in Fig. 36b.
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From then-dimensional data set the covariance matrix of dsrennxn is calculated and

n eigenvectors and eigenvalues are computed. Adneigctors are orthonormal (i.e. they
are perpendicular to each other and have the ength) and one eigenvalue belongs to
each eigenvector.

The computed eigenvectors represent patterns idateset. The eigenvector with
the highest eigenvalue (it is called the principbenponent) determines the main direction
in which the data is placed. If we sort all eigestees by their eigenvalues, we get the
sequence where the vectors at the beginning hawgrficant influence on data
distribution while the last eigenvectors affect tiaga distribution minimally.

Computed eigenvectors are orthonormal and so theyferm a base of a new
coordinate system. At this time we can transforna dgi@o the new coordinate system. We
can use all dimensions or we can ignore severahgggrtor with the lowest eigevalues and
so reduce the number of dimension. The main reastre elimination of tiny differences
in dimensions with a low influence. The result aftal from the example derived into the
new coordinate system is shown in Fig. 36c¢, beftre transformation the minor
eigenvector was ignored. It returns the originaadast in the direction we have chosen. In
fewer dimensions it is easier to compare samplemgreach other.

Of course it is also possible to transform the detek into the original coordinate
system. If we have ignored some eigenvectors, safoenation from the data is lost (as
can be seen in Fig. 36d); otherwise we get ther@iglata.

a) b)

c) d)

Fig. 36: Visualized data in various phases of theAPmethod: a) the
original data, b) data shifted by subtracting ofettaverage in both
dimensions into the position of zero mean, c) dedasformed into the
new coordinate system after ignoring the minor eigetor,
d) reconstructed data derived back into the origicaordinate system
after ignoring the minor eigenvector. [Smith]
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For the representation of the height maps for tl& Brocessing each sample
should be represented as one vector. It can be loppaitting all sample rows after each
another to create a vector of the lenlgtkN (whereM symbolizes the number of rows and
N the number of sample columns). For all images \aatvio compare we have to create
such a vector representation and from all thestorea matrix is composed — each image
vector creates one matrix row. Then the covarianatrix has to be computed and for the
covariance matrix the eigenvectors and the eigemrgaire calculated. In the next step, the
original images are recomputed into another axmwesentation derived from the PCA.
After the PCA analysis the difference of images lsammeasured along the new axis.

The PCA method is successfully used for faces matiog [Zhang], so we would
like to try the method for the pulses comparing araybe also for the pulse recognition.

5.2 Samples Overlapping

To get optimal result for simulation verificationis necessary to overlay burned pulses as
exactly as possible. Otherwise the error of congpariis enlarging in dependence on
relative shift of burned area in the sample. Thewunah overlapping is possible, but it can
not be used for automatic verification and reseltaluating. That is why the system has to
be able to find the best matching position indepeatig.

One possible way how to match pulses automatigsltp compute any parameter
representing the difference of both samples (e §EMin a given position for all possible
positions of two samples. It could be the optin@uson, if it were not for the problem of
speed. E.g., for two samples of the size 1024x &8¢ would be the parameter computed
768432-times. If one calculation takes 1ms, the pesition of samples would be decided
after approximately 128 minutes. That is why weehtty reduce number of repetitions as
much as possible, but at the same time we haveetegve sufficient precision of the result.

First, we can eliminate all the positions, in whimhly borders are overlapped (as
shown in Fig. 37). We can suppose that among tbeswinations there will be probably
no optimum.

Fig. 37: Positions of overlapped samples which d@n most likely
excluded from searching for optimum.

We have to find the best starting position (a guwéssptimal position of overlapped
samples) and from there we have to start seardhiegeal optimal position of overlaid
samples in its surrounding. We can use, e.g., ¢hére of mass as the starting position (the
method of centre of mass calculation is descritged part of Chapter 3.2.2). The centre of
mass can be computed for both compared samplesamples can be shifted to overlay
their centers of mass. Another approach offersudege of the method of automatic pulse
detection (possible approaches are outlined in h&n2), to detect pulses in both samples
and to overlay the selected areas. In the seconlocheve can directly take advantage of
the pulse detection for the faster computationidéience only in the selected area.
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After finding the starting position we just havefitad the optimum by small shifting
of samples over each other. The dimension of amsadbe determined where the optimal
position can be found. Further positions the step shifting is rougher, in the close
surroundings the shift step is chosen smaller.gash of these combinations the difference
of the samples is computed, so the algorithm dédhce parameter computation has to be
quick enough so that we reach computation accederat
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6 Results

The first thing to be solved during the project whae data preparation and processing.
Because no tool for data exploring and its modifocawas available so far, we had to start
development of a new software tool that would hefp with data processing. Many
functions for pulse detection and extracting, s@spiewing, modification or comparing
were required. Plenty of functions which are didideto several categories in dependence
on the phase of data processing are designed apkénrmanted. The most often used
functions were matched with key short cuts for dperations acceleration. Thanks to the
language localization the tool can be translaténlamother language without any problem.

The tool works in three modes of data processimg first one which is described
in Chapter 6.1 serves for sample viewing and expjorin this mode pulses are extracted,
statistics over the sample are computed etc. Tdnisgd the tool is used also separately by
our colleagues from the Department of Physicstierexploring of real measured samples.
The second mode serves for the simulation of bgrnim which the extracted pulses are
used. The burning process can run automaticallgr afescribing of the experiment and
setting parameters of the simulation or single gmilsan be made manually. All functions
of the second mode are described in Chapter 6.2.tHind mode is used for samples
comparing and simulation verification. Details dfist functionality are introduced in
Chapter 6.3.

6.1 Sample Viewing

The sample viewing mode offers broad range of fonstfor sample exploring and data
preprocessing. For the sample preprocessing a samegkription is loaded from the file.
Format of the used files is described in the Chahte
The sample can be explored in many ways. The manmdow offers the 2D

visualization. It means the sample is shown indghrews in the direction of three basic
axes of the coordinate system (it can be seengn38). In the central part of the window
the explored sample is represented by the graysoeage. Intensity of the gray color
reflects the height of the surface at the giventmws The highest point of the sample is
represented by the white color, the lowest poirilagk. For viewing the sample from the
orthogonal directions cross-sections of the surfacboth directions are used. They are
placed on the left and bottom side of the window.the left part of the window the
cross-section in the vertical direction is projectan the bottom part horizontal
cross-section curves is visible. Both cross-sestian in the top view represented by blue
and red lines which show the column and row that\asualized in the form of cross-
section curves. The cross-section curve reflecfase of one column or row of the sample.
For both vertical and horizontal cross-section mmeati and minimal value is marked.
Position of the cross-section lines can be charyethe mouse dragging or by using the
user interface of the control panel in the rightt gd the main program window. In the
control panel there are also indicated both redliarage units of placing the cross-section
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lines. At the crossing of both lines their imagesipon and the real height of sample at the
crossing point are given.

Fig. 38: 2D visualization of the explored sample the top view
representes gray scaly image of the sample, inldéfieand bottom part
vertical and horizontal cross-sections can be seen.

Except of the cross-sections parallel with basis abescribed above, the sample
editor offers also the possibility of viewing therface in any direction. After setting end
points of the line segment, the curve of surfacssisection along this line is visualized in
a stand-alone window (see in Fig. 39). The linevsagy between two defined points has to
be computed and so we have to implement any ahgorior line segment rasterization. For
this case, using DDA (digital differential analyygfara] algorithm was used.

Fig. 39: Visualized curve of the sample surfacessrsection along the
line segment in a separate window.
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For samples exploring it is very useful to dispegéh any tool for lengths and
depths measuring. That is why the tool of rulemplemented in the system. It enables to
measure distances in all views of the explored $anfesults of measurements are given
in real units. Using of the ruler is simple andhé tool is activated, the user can measure
distance by setting of two points with the rightuse button clicking. Size of the pulse
(width and length) can be measured in the centpaliiew (see Fig. 40). In the vertical and
horizontal cross-sections the ruler can be usednasuring of the pulse depth. The result
of measurement gives the difference between twotpaif the cross-section curve.

Fig. 40: Size measuring of the pulse in the topvvie distance of two
points is measured in the real units.

For better knowledge of the sample surface hettlet,gray scale indicator can be
activated. It shows minimal and maximal heightre sample which are colored black and
white and the gray scale between them (as showigid1). The red line shows height of
the point which is currently at the mouse cursaifoan.

Fig. 41: Gray scale indicator shows by the red lmetual height of the
point at the cursor position in comparison withdtes of the sample.

To have another view of the sample, it is posdiblase a 3D visualization. Thanks
to the mouse motion or using of arrow keys the uigwamera is rotated, moved or tilted
to get the best position for exploring the samplbae spatial view offers the better
imagination of the real sample surface. By the gametation and motion of the sample
can be explored perfectly from all sides. Moreoveg, sample can be explored in the form
of parallel line cross-sections. This way of viszation can be better for some cases. Line
spacing can be changed if needed. Both ways ofi8iakzation are shown in Fig. 42. For
the 3D visualization we use OpenGL [Wri], [wOGL] cabecause the whole simulation
system is implemented in Java, for cooperating Gieand Java we use JOGL (Java for
OpenGL) [WwJOGL].
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3D Vizualizer = 3D Vizualizer

Fig. 42: 3D views of the sample in the form of @al) surface, b) line
cross-section visualization.

Another very useful function for sample explorirg) the statistics computation.
Sample statistics information contains basic valoesample dimension, minimal and
maximal height of the surface, but also volumeshef pulse parts under and above the
basic level of the material are computed. The tegsapresent the amount of material which
has vaporized (the volume of the hollow measuredeuthe basic material level) and the
amount of material melted on the border of the @ilse volume of material melted around
the pulse measured above the material). Unfortiypatethe used material has the high
roughness, it influences the computed result. Thathy two values are counted, the first
one for the whole sample and the second one omlyhf area of selection which would
border most likely the area of pulse. Volumes acenputed by applying numeric
integration.

There is only one problem — locating the basic ll@fehe material (it means the
surface of the material before the pulse burnimg) @ identify it by one value. In Chapter
3.2.1 the possible method of a difference limitueatomputation is described. The middle
value of the unburned material surface is computeaivery similar way. If the roughness
of the material is not insignificant, the valuedsfined as an average of a part of the
sample. If the typical form of the input samplesp{ase is placed in the middle of the
sample and the borders of the sample correspoti toasic material) is processed, borders
can be used for computing the value of the mateal. The system enables using several
boarding rows or columns, for untypical samplegage of minimal and maximal height in
the sample can be used. The sample statisticsgdap be seen in Fig. 43, the material
basic level was defined as an average from selerder rows.

The sample viewing mode serves also for pulse eéxdra This task includes
problems of automatic pulse detection, saving, adilog or modification. All these
operations are in a detailed way described in Gt

Because the editor works with the measured real, dlaits also necessary to assign
to the loaded sample concrete material and laggngé¢hat were used for burning of the
real pulse. Various parameters of the laser casebde.g. frequency, width of the ray,
diaphragm, the speed of the laser or the curréigp different patterns of signal behavior
and maximal amplitudes can be determined. Matexgal be characterized by various
parameters such as surface roughness, hardnassakiesistance, etc.
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Sample Statistics

S&JHP!E Size:
length 2
width

K eight

Maximal Height

Voilume:
Whole Sample
Above Face 16195 um’ 15434 um®

Under Face 15981 um® 11606 um’

Select Material Base @ Column Mean
@ Row Flean

@ (min + max) /2

Fig. 43: Statistics dialog with all important valsieelated to the explored
sample.

For the operation of laser and material assignmghe sample a package of
prepared materials and lasers was created asphease function of the implemented tool.
All created materials and lasers are saved intd/& Kle and reloaded after starting of the
editor. Material and laser descriptions can beeeditleleted or extended by the user, but
this part of the editor is not fully completed yegcause the requirements for all parameters
have not been described completely yet. The pteggearance of the tool for creating a
new laser is shown in Fig. 44.

Laser Editor

Laser Hame:

© Pmax - [l ® Tmax = _rns ® Tmax = _r'nrs
p— — I — I

max = 36

Fresjuency
Ray Widlh

Diaghragm

Spareed

Currant

Fig. 44: Present appearance of the tool for cregtia new laser
description. Various parameters of the laser carséie
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Because in the sample viewing mode the sample eatliffped and pulses should
be extracted, a function of sample part selectionegeded. The selection function is used
quite often, so it has to be manipulated in a dieex simple way. Borders of the selection
can be changed manually by the mouse draggingliBlalviews. In the top view both
width and height of selected area can be chosehginertical view only height and in the
horizontal view only width of selection is implented. Another way how to set border
position exactly is to set selection border valuethe right control panel of the window.
Selection borders are also changed automatically #ie automatic pulse detection. The
dimension of the selection is given also in reatsjrthe information about the selection
dimension is written in the right control panel.

An example of the visualized sample with detectatgis shown in Fig. 45. All
three views of the 2D visualization of the sampie shown; the pulse is bordered by the
yellow rectangle of the selection.

Fig. 45: The visualization part of the main windoivthe editor in the
sample viewing mode. The detected pulse is boubgethe selection
rectangle.

6.2 Simulation of Burning

This chapter introduces the created software tadl its functions which is used for the
simulation of burning. The theoretical backgroum®as and algorithms of the simulation
are described in Chapter 4.

The pulses are created in the process of pulsaatixin (the process of pulse
extraction is described in Chapter 3). They areldoato the system and they are used for
the simulation of burning. Before or during the fing process the pulse can be modified
or there can be loaded a new one. All modified gailsan be saved and used later or they
can be used immediately after they completion withgaving. For the pulse modification
there was created a separate tool — the pulsereditee editor can be launched
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independently and any saved pulse can be processled editor. Also the actually loaded
pulse can be modified and it can be used direotlyife burning with its new shape.

The pulse editor offers several simple functionscan load one pulse or several
pulses together. In the case of several pulsepulés are loaded, centered and the average
pulse is created. lIts final width and height cquaegls to maximum of all used files. The
editor enables to rotate the pulse by 90° if needé level of the basic material level
around the pulse can be changed globally or theeeiaf selected size can be used for the
pulse preparation by removing of small inaccuraclée main window of the pulse editor
is shown in Fig. 46, two pulses are loaded and Ismatcuracies on the border are
removed by the eraser.

Putse Editor version 1.1 »= [2182217] pix

Fig. 46: The main window of the pulse editor — puises are loaded and
small inaccuracies on the border are removed byettaser.

For the simulation of the burning the pulse hasbéoloaded. After the pulse
selection a target of the same size and shapeeakalded pulse is used instead of the
cursor if the mouse moves above the sample. Assameple for burning an unburned
material should be used. The unburned materiahsertan be generated as a new sample
of selected material and given dimension or a mezdsured unburned material surface can
be measured and loaded. If the material is selemtedthe pulse is loaded, the burning
simulation can start. Three possible ways of byrdan be used — pulses can be burned
into one point or along a chosen trajectory orleipmlses are burned manually.

If we want to burn several pulses into one poinalmng a trajectory, we have to
choose the number of pulses to burn and the positidourning. For the case of burning
into one point the coordinates of the point havedaet, in the case of trajectory there have
to be determined end points of the line segment. {dbl computes distance among single
pulses automatically and at their positions aréligbted by the cross symbol. Such case is
together with the target presenting the loadedepstsown in Fig. 47. Because the laser
burning process is not fully deterministic, the sglation system enables setting of the
inaccuracy of burned pulses placing before the il starting. After starting the
burning process the selected experiment is burfd. results of burning 8 pulses in
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distance of 52um with inaccuracy 5% into cermet are shown in tvenfof top view and as
the horizontal cross-section curve in Fig. 48.

Fig. 47: The situation before 8 pulses burning glaline segment — the
tool automatically computes distance among singlésgs and shows
crosses at their position. The target represengsitiaded pulse.

Fig. 48: The results of 8 pulses burning in diseng2/m with the
inaccuracy 1@m into cermet in the top view and as the horizontal
cross-section curve.

Nowadays, there can be used only line segmentdrageatory. In the next version
of the simulation we plan to add other burning grais (e.g. burning along any curves or
burning of bitmap image).

Because the real burning process is not fully detastic, it was required to bring
soft inaccuracy into the simulation. The rate @fdeuracy is given by the percentage value
which expresses the maximal possible differencpladement of the point on the sample
surface. How higher the value is, so bigger isrdrelom difference from the exact pulse
placement. The final difference is randomly counitedhe interval <0, max difference
value> for each direction.

In the case of any other testing of burning thelsirpulses can be placed on the
sample surface manually only by using mouse. Afierclicking the actually loaded pulse
is applied in the position of the mouse cursor.

6.3 Result Comparison

This mode is used for the results exploring andgammng and for the system verification.
It enables to compare any two samples and to deterthe size of difference. Description
of the system verification, its possibilities amdlpems are particularized in Chapter 5.
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Before the comparing itself it is needed to recotaphe basic level of both samples
to the same value. During the samples comparisenMBE (Mean Square Error) is
computed to give information about similarity oftbosurfaces. The computed value is
written in the right control panel. The MSE is cantgd for the whole sample and for the
area bordered by the selection rectangle. Forybtem verification both samples have to
be compared in the position where burned pulseslagveover each other in the most
precise way. The reasons and methods of sampleRppimg are outlined in Chapter 5.2.
In the created system both manual and automatidagpyeng of samples is implemented.
The manual sample shifting is provided simply by thouse dragging.

Our tool enables comparing of two samples and $aalize them in three possible
ways. The user can switch during results exploangpng three ways of visualization —
both compared samples together, the visualizatiostandard difference image or the
logarithm operator adaptation of the difference gmaThe first visualization way shows
both samples together in one window and enablesrigpare them directly. Each sample is
highlighted by another color for better differetiba. The result of this visualization
approach is shown in Fig. 49. The top view showpats of the sample which are higher
then the surface of the second one; in the cragsesewindows both cross-section curves
are shown. The blue pixels in the top view shownggowhere the simulated sample is
higher than the real one. The cross-section cwt#se simulated sample are red and blue,
for the real sample the yellow and green colorsvediosen.

Fig. 49: Comparison of two samples visualized i thay of parallel
visualization of both samples. Red and blue crestian belong to the
blue sample in the top view, yellow and green cezsgion to the red
sample.

The second way of visualization of comparison 8 $siandard difference image.
The computation of the difference image is desdribe Chapter 5.1.2. The result of
comparison of the similar samples can be seengn3d. From standard difference image
the distribution of height differences is visiblely but it is not easy to distinguish small
differences, because they are displayed with tig sienilar or even the same color. These
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disadvantages are removed in the logarithm opeeataptation of the difference image. Its
computation is outlined in Chapter 5.1.3. As carséen in Fig. 51, we can better find out
small differences in the neighbourhood of the maltdevel, but on the other hand we
cannot see the difference distribution. Becaush eay of comparison visualization brings
several advantages and disadvantages, the impledhta offers the possibility of choice.

image.

Fig. 51: Comparison of two samples visualized a&sltigarithm operator
adaptation of the difference image.
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7 Future Plans

Our future plans are divided into several groupddpendence to which activity it is related
to. All described plans concern the part we arekmgr on — data processing, software
simulation and result visualization. The other éxsally hardware) parts of the project
have of course their own individual plans for thaufe.

7.1 Simulation Improvement

One of our most important aims is to improve thawation to get as realistic results as
possible. This task has several sides we haveake etter to get the maximal accuracy of
the simulation. Some of the tasks are connecteld avitomation and program self-activity
which are described in Chapter 7.2.

As it was written above gaining data from real ekpent is time and money
demanding and that is why we want to minimize tim@ant of the real experiment required
for satisfactory system setting and verificatianislimportant to define minimal required
experiment for the most often used materials arstd &b determine requirements and
parameters for experiment design if any new mdteilabe used.

The problems that were already mentioned in Chaptrare related to including
the material heating into the simulation and tdudmg the starting and finishing laser
motion inaccuracies to the simulation (the inaccies caused by the laser motion starting
were shown in Fig. 30a). This problem influencepeeglly the simulation of burning
pulses along a trajectory. Both problems are reélavethe used mechanic parts of laser
which are not currently specified and will be salwe the future.

7.2 Automation and Program Self-activity

The whole system should work as automatic as plessithat is why all partial tasks of
data processing should be self-acting in a maxwmagl. Of course, the reliability and speed
of the system must be preserved despite the autmmat

At first, before the simulation is provided we haweget input data. The basic level
of the material has to be determined and then pudse automatically extracted from the
samples. All pulses from the experiment shouldexeted automatically at once. That is
why a really precise method for automatic pulsect&n must be used. Possible ways and
its results are described Chapter 3.2, also seperapective approaches are outlined. We
plan to test all methods at different types of si@s@nd finally we will choose the best
one.

Next task belongs partly to the previous chapteyualthe simulation itself. The
problem is choosing the optimal combination of pal$or burning of given sample. The
question like if the sample of 15 pulses can betteliieved by combination of three
samples with 5 pulses or by using sample with IDadter that with 5 pulses (the topic was
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outlined in Chapter 4.2) should be answered afterentests and result verifications. We
also want to take advantage of all significant trefes among single samples in the
experiment we will be able to find.

Finally, in order to verify the system, the simelhtsample must be compared with
the real one. Because pulses are not placed adatime place in the sample (as it was
described in Chapter 5), it is necessary to ovepalses over each other in the most
accurate way. This operation is very time demandimg have to find any suitable
algorithm which would quickly and exactly overlagtbh compared samples and determine
similarity rate of the real and simulation burnednple.

7.3 The Ways of Pulse Description

As a next stage of the simulation there is a qoedfiit is really necessary to use whole
height map of pulses for its representation ot i$ ipossible to describe it by using several
parameters and to integrate features of randoroiza®@ur idea for possible simplification
of description comes out from the closer examimatioof the samples of similar
experiments. In Fig. 52a-b two samples of 50 pulsesied into steel and measured
separately can be seen. In Fig. 52c difference énod@verlapped samples is visible and in
Fig. 52d-e the vertical and horizontal cross-sectiorves of difference image are shown.

Fig. 52: a, b) Two samples of 50 pulses burned sté®l and measured
separately. c) Difference image, d, e) vertical &adizontal cross-section
curves of the difference image.

From this concrete sample it is visible, that theapes of similar pulses seem to
differ minimally in the area of vaporized mater{@lmeans that the shapes of the hollows
are basically the same). The most important diverge appear in the area of melted
material around the pulse. That is why we presuppbat the similar parts of the pulses
(hollows) could be parametrically described andgenerating of the pulse border random
surface modification could be used.

However, at this level of understanding we areswfar absolutely sure to be able
to decide, if all samples can be described bywayg and if it does not mean a too high
distortion of processed pulses. It is next tasKditure examination and testing.
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7.4 Others

Of course, there are other things and problems iNdnave to solve and it is not necessary
to create a special group for them.

One of these problems relates to size of processetple. As it is written in
Chapter 2, data are processed in a high resoluBample of real size 256x192 is
described by 1024x768 height map. The real sanfpleiosize is hardly visible. But let’s
imagine sample with size of several millimetersewen centimeters. The amount of values
needed for such sample is far larger than it walghossible to process in the real time. So
far we are working with comparatively small datat im the future the necessity of big data
processing will probably growth. That is why we inlve to use either smaller resolution
of the simulation or any algorithm for level of diéttheight maps processing [Lueb].
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8 Conclusion

After one year of preparation the project worksnighe phase of partial completion. We
have prepared a tool for data preprocessing anghgwmork for simulation tool. It enables
us to provide various experiments. For this purpege dispose with data sets from
experiments burned and measured for two materialsrmet and steel. For both materials
we obtained basic experiments, where each typarmopke was burned and measured once.
For steel we dispose moreover with data from exddnekperiment, where each type of
sample was burned and measured several times. tunddely, the project is hindered by
the lack of further real samples which are necgdsarthe testing and verification.

At this state we are able to experiment, verify arglore results. As it is described
in the chapter 7.2, we plan to maximize the sdiivétg of the tool by finding suitable
methods for image processing. Several methodsutmmaatic pulse detection and system
verification have been already designed, implenteated tested. The subsequent research
is already realized in cooperation with the Deparitrof Mathematics.

Of course, the simulator should be expanded. Fometfor burning continuous
surface of defined area, burning along any curveotiective defining of experiments for
batch-oriented burning should be worked into thsteay. Also a tool for the complete
experiment description is planned to be used. Hsertbed experiment will be used as the
groundwork for the simulation of burning.
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