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Data Processing for Simulation
of Laser Beam Impact

Ing. Jana Hajkova

Abstract

This work deals with several important parts ottasngraving simulation process. At the
beginning, it gives a broader overview of the projef laser simulation, which is
processed at the University of West Bohemia indpilsThe physical background of
interaction between the laser beam and the prodesaterial are outlined. All important
parts of the simulation are described; several roflieblems are also discussed to get
a global overview of the whole process. The inpatadsets are described and the way of
their acquisition is shown.

The main content of the thesis is formed by thehwdtlogy for solving several
subproblems used especially in the phase of dateepsing. Methods for data
parameterization and methods for automatic heattdtl area detection are described in
detail. The main idea of each described methoapsaaed and its problems and possible
ways of their elimination are discussed.

As a part of the thesis, two basic ideas of sinmfamethods and several methods for
system verification are outlined. At the end of thesis, possible plans for future research
are introduced.

Copyright © 2009 University of West Bohemia, Czé&bpublic.



Data Processing for Simulation
of Laser Beam Impact

Ing. Jana Hajkova

Abstrakt

Prace se zabyvéaékolika dilezitymi ¢astmi procesu simulace laserového gravirovani.
V Gvodu prace je popsan cely projekt laserové sagmilzpracovavany na Zap&deké
univerzig v Plzni. Pro ziskani celkovéhaghledu oreSené problematice jsou zde popsané
vSechny podstatnéasti simulace a zarowege v Gvodu prace nastina fada problém,
které bude nutné v raméesSeni projektu vzit v vahucetre zakladnich informaci o
interakci laseru a zpracovavaného materialihhem procesu laserového vypalovani.
Souwasti prace je popis formatu pouzivanych realnydtadauisob jejich ziskavani.

Hlavni naplni disertai prace je navrh metodik§eSenicasti zpracovani vstupnich
dat. Jsou zde detalirpopsany metody pro parametrizaci dat a metodyaptomatickou
detekci oblasti povrchu materialu modifikované tase v ptibéhu vypalovani. U
jednotlivych metod je vzdy vystlena hlavni mySlenka a také problémy, u kteryaujs
navrzené moznostieSeni. VSechny popsané metody jsou testovany e stgbrané
skupire vzorki zvolenych z dvodu jejich specifickych vlastnosti.

Jako souast prace jsou také nazeaé d¢ metody vlastni simulace laserového
gravirovani a &kolik metod verifikace simulace a porovnavani vioK zawru disert&ni
prace jsou navrzené moznosti dalSiho vyzkumu.

Copyright © 2009 Zapadeska univerzita v Plzn{eska Republika
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1 Introduction

1.1 Project Description

At the beginning, the whole Ph.D. work was preparasl a part of a large
multi-departmental project. The cooperation hastesfaat the end of 2006 and it had
several participants: three departments of the é&fsity of West Bohemia — the
Department of Computer Science and Engineering,Dapartment of Physics and the
Department of Cybernetics. Except these three wityedepartments, a hi-tech company
Lintech [Lintech] should also participate on thisoject and support it. The global
overview of the planned project is described inj(l8a]. The aim of the project was
to develop a real laser equipment (HW device) fograving any described experiment
into a proper material. This device should haveo asveral SW parts, which should
control the laser and simulate its function.

Experts from the Department of Physics have a kpgeeence with lasers and their
usage, so they should choose, operate and seim@dager equipment. The group from the
Department of Cybernetics has a big experience thiéhcontrol of various devices, so
they should be responsible for direct control & ldser device. We were asked to provide
IT support and to add a software which will be ablsimulate the engraving process and
to visualize and evaluate the measured resultsabfaxperiments in detail. The last partner
of the project, the commercial firm Lintech, haarpied to use the system for common
technical tasks. After some time of the projecs®nce, we also started to cooperate with
another partner from the University of West Bohemiée involved experts from the
Department of Mathematics. The aim of the coopematietween the Department of
Mathematics and the Department of Computer SciandeEngineering was to search for
the optimal algorithm for processed samples paxdsgnition and their comparison.

Of course, somebody could think that such devibes we planned to design, are
already available for commercial use. That is gdrtie. However, the existing devices do
not enable affecting all the engraving parametacsso they do not take advantage of all
the possible usages of the device, which wouldem®e the quality of the experiments
results. Moreover, they are fundamentally meanttéchnological operations and not for
any ambitious research experiments. They also demable to use simulation for various
kinds of optimization. Another problem that candoevented by the simulation is based on
not fully deterministic results of the engravingeogtions, which cause that engraved
experiments need sometimes to be repeated sewaed tising different laser settings to
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obtain the optimal result. The repeated engravioggss is costly and time consuming and
for this reason, laser simulation is a desirabl¢ giethe laser engraving system.

After approximately one year of preparatory woik$ias appeared that it would not
be possible to buy all the necessary HW componentisne and that is why our project
had to change. We have started to use an alreastyngxlaser that was provided by the
Lintech company. This device does not enable alinkended settings, but its facilities are
broad enough to perform most of the physical expenits and to provide real data, which
could be used as the input for the simulation syséad the system for exploring the
measured data. In the following description, orilg tSW parts of the project will be
explained.

The whole simulation process is a complicated sysievarious tasks that had to be
provided in the proper sequence and, if possibl¢he as-automatic-as-possible way. All
the important tasks are shown in Fig. 1. To prowddgmulation of the engraving process,
data sets from the real samples have to be meaanckthe results saved into some data
files. These files should be loaded step by stép the sample editor, where they are
processed (pulses detected, parameterized, etftgr the parameterization of all the
samples from the input data set, each sample caledibed by a set of parameters and
also the laser settings and material quality dpgoris are summarized. In order to
simulate an experiment, it is necessary to pregata describing the experiment that can
be used as an input for the simulator. The resiitse simulation have to be validated and
verified using data obtained by measuring a regesament engraved with the same
parameters. According to the results of the veaiion, the parametric description and the
laser and material specification could be affed¢tedet the reliable simulation model that
would produce as realistic results as possiblenBbé simulation results and the real
measured samples can be further visualized, ewsluahd various statistics could be
computed for them to get a set of promising expenits which should be finally engraved
into the real material.

The simulation can be performed either unassistedbatch mode or controlled by a
human in an interactive mode. During the batch madieresults should be saved and
logged, so that the best results could be chogentak simulation finishes. In the case of
the interactive mode, the engraving process caophmized on-the-fly. For example, the
speed of engraving or quality of the result could ¢hosen as criterions for the
optimization. The simulator should also enable iewwall samples (both the real and the
simulated ones) in a 2D and a 3D viewer. Finaltytha end of the simulation process, the
final engraved sample (the simulation experimentreated.

It is evident that in order to prepare all partgha# simulation system, a lot of work
has to be done. Only some tasks are solved bythi®. thesis.

1.2 Fields of Cooperation

As mentioned in the previous section, the work comgt from a cooperation with experts
in other fields of research, such as mathematighgsics.

The cooperation with the Department of Mathemascsnportant for data analysis
and design of methods and algorithms for data pogssing. The mathematical view has
helped us to find another approaches and solufmmgroblems, which were showing up
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during our research. From our cooperation, a metgdg image filtering followed by
isolines searching has resulted. It is describefieiction 5.2.4 and its results are outlined in
Section 6.1.4.

! 1
! 1
! 1
1
measured R pulse »| basic shape irregularities i
real data ! detection parameterization description I
1
| o o e o e I _______ 1
e | material quality
| description
. A *| laser setting
| o
| e cmemm .| sample description
! parametric
! description
| . ] |
! experiment J _
! description SImngtlpn
I description
1
1
| |
]
| ) mo s s oo !
1 . .
H . simulated , data exploration .
! simulator experiment —ql tool :
1 | 1
: i visualization |
I
: measured real K 2D and 3D :
: experiment : :
|
! o
! | sample ! . promllssmg
: v_ 1 | evaluation | Samples
1 I ] description
e L L P LT EETE verification | !
| 1
I'| statistics !
! computation :
1 I
______ T_ T new real
experiments

Fig. 1: Sequence of tasks of the SW part of thgpro

More intensive cooperation was established with wWerking group from the
Department of Physics, more concretely, with thpeets from the New Technologies
Research Centre at the University of West Bohem@.start our work, we needed to
obtain real data to get a satisfactory imaginatibout a form of the data to be processed
and to understand the engraving process well. Fsomcolleagues, we have received
several real measured samples engraved into stdeteamet and then we have started to
analyze them. Later, we have also received one lstenmeasured experiment engraved
into steel. More information about data acquisigwacess and its description can be found
in Chapter 3. We have taken an advantage from ooperation with Lintech and so all
experiments were prepared there so far. Despite wikingness to cooperate, the data
acquisition was a little bit more complicated, hesathe laser equipment for engraving the
real samples had to be borrowed for each experiment



When we get all the required data we could stam/dok on the simulation system
itself. Our cooperation has continued during thetesy development, because we had to
pass necessary information and discuss the cumesntts with them. Of course, we also
want to keep the cooperation in the future, uniil shared plans are finished.

1.3 Ways of Research

For our work, use real data sets as the inputhferstmulation system, but they cannot be
processed directly. First, the data has to be pogsised and transformed into the suitable
form. The transformation should run in several stapd so it is important to design a
methodology for data preprocessing at the beginofngur research. Without doing that,
we would not be able to continue with any othepstef the simulation.

Data preprocessing consists of several parts. Becanly a part of the material
surface is affected by the laser beam during tlgeasing process, it is important to detect
this area of the sample. If we want this operationbe performed automatically, an
algorithm for the automatic detection needs to ésghed.

All  processed real samples should also be parametder The sample
parameterization should be self-regulating and tsavould be good to find some
dependence of the parameters on the real conditiwehgh were used for the sample
engraving. If any such dependence can be foundywewdd be able to describe samples
which were not really engraved. Computed parametans be used for samples
description, comparison, but also for generating samples. For generating samples, a
set of appropriate methods needs to be designed.

When the input data is preprocessed, the simulatsetf can start. The simulation
process, all its parts and problems to solve aserded in detail in Section 2.1. To
prepare the simulation itself, a lot of tasks hasbe researched. The validation and
verification of the simulation results is an intalgpart of the whole simulation process as
well.

But as mentioned in the review of the concept aftai@l thesis [H4j08b], to solve all
the outlined ways of the project, it would take mmuwnore time than available for one
Ph. D. research. That is why we have decided tecs¢he most important parts and to
work only on them. We had to start from the begigniand so the first methods, which
had to be designed, are those for data preprogessin

1.4 Aims of the Ph.D. Work

Aims of this thesis can be summarized into foungmiFirst, the general methodology for
processing the real input data sets needs to hgneels It should result into a parametric
description of a general sample engraved into aatgnal.

Artificial sample surface generation relates to saenple parameterization process.
That is why our second aim is to concentrate on riehodology of sample surface
generation based on the parametric sample deseripti

Next important part of the data processing is thi@matic detection of the pulse in
any real or simulated sample surface. The detectioould be further used for the



automation of sample parameterization describedalamd also for the validation and
verification of the simulation model.

Finally, to be able to test all the designed meshaxld to evaluate the real measured
and simulated samples, a data exploration and atraaltool should be implemented.

1.5 A Thesis Organization

This thesis can be divided into several parts. iager 1, the whole project is described,
parts of the project, which we should work on, @udlined and our cooperation with other
groups working on the project is shown. The phygicacesses running during the laser
engraving and also several already existing sinplajects from other researches are
summarized in Chapter 2.

Several problems of the process simulation (coalyrdtom the data preprocessing
part) are chosen and their research is describetbtml. Each problem is outlined first,
methods for solving it are analyzed and, finallytfze designed methods are tested on the
real samples and their results are discussed.

The first solved problem is the process of the @uimrameterization and its
approximation that is shown in Chapter 3. As a mdrthis chapter, the way of data
acquisition and the format of real measured dataadso outlined. Results of methods
designed for the sample parameterization and appation can be found in Chapter 4.

The second problem, which we are interested ithegprocess of automatic detection
of the material sample area affected by the lagambduring the real laser engraving
process. Several algorithms are shown in Chaptandbtheir successfulness and result
comparison can be seen in Chapter 6.

The simulation itself is not the main topic of thiesis. As it was described above,
many steps have to be done and a lot of methodshtordata processing should be
designed before the simulation itself. For all thedme primary approaches for the
simulation are outlined in Chapter 7 and also saméhods how to compare two samples
(for example the real sample with the simulated @me shown in Chapter 8.

As a part of our research, the simulation systectuding the sample 2D and 3D
viewer was created and its usage for the visuahzaand evaluation of real experiments
corresponds with the aims of the whole projectwdis prepared to test all the designed
methods and approaches. The system and its basitidias are outlined in Chapter 9.
Some other possible ways of further research, whimbe appeared over the time, are
described in Chapter 10. Finally, Chapter 11 caetuthe thesis.



2 State of the Art

To obtain a general overview about already exisfmgjects solving the analogous
problems, we were searching in papers and bookseferences of any existing solutions.
Because we are interested in relatively specialpretilems, no descriptions and solutions
of analogous problems are usually accessible aaidighwhy only related problems and
especially methods applicable to our solutions tdl described in the following state of
the art.

In the following sections, the laser-engraving @sxand its physical background are
described, along with the process of engraving kitian, its problems, reasons for doing
it and its possible techniques.

2.1 Laser-Engraving Process

To simulate the laser-engraving process, we showlderstand the process of laser
engraving and material ablation in detail. Durihg £ngraving process, the surface of the
material is exposed to an intense pulsed laser hbamcreates a rapid rise in local

temperature. The surface is warming up and the rrahtgarts to ablate. The material,

which is ablated, redeposites around the irradiaesh and damages the surrounding
material. Finally, at the exposure site, a pit watkransition ring around it is left behind.

The relief of such sample can be seen in Fig. 2.

transition ring
>

basic
material
level

—
irradiated area

& 5

heat-affected area

Fig. 2: Relief of a sample and the used terminology



We can explain the whole process more concretelget.beam is an electromagnetic
radiation. When this radiation (EL) strikes a soefaof the material, some radiation is
reflected (R), some absorbed (A) and some transah{it) as shown in Fig. 3.

Fig. 3 : Schematic representation of the refleqf®)] absorbed (A) and
transmitted (T) electromagnetic radiation (EL).

For the laser processing of a material, the mogtomant is the absorption of the
radiation. As the electromagnetic radiation pastesugh the material, the absorbed
radiation causes excitation of free electrons (etais), vibrating in the structure of the
material (in insulators), or both (in semicondusjoie detect all these processes as heat.
The heat generated at the surface directly affdayetthe laser beam is conducted into the
material. The temperature distribution in the matedepends on the thermo-physical
properties of the material (e.g., absorptivity,rthal conductivity, density, etc.) and also
on the parameters of the laser (e.g., intensityeleagth, coherence, angle of incidence,
etc.). The evolution of surface temperature dumngingle pulse (outlined as the gray
rectangle) is shown in Fig. 4

Ta

I |

v
—

& SE

heating cooling

v

Fig. 4: Schematic evolution of the surface temperaturing a single laser
beam pulse.

If the laser intensity is high enough, the incidematerial heats, melts and if it
reaches the boiling point, it starts to vaporizeeS3e three described phases can be seen
from the cross-section view in Fig. 5. The solidoass signal the laser beam direction,
dashed arrows show the heat conduction in the rahi&nd the melted and vaporized
material is highlighted with the gray color.
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a) b)

Fig. 5: Phases of interaction of laser and mater&l heating; b) melting;
) vaporization.

Once the vaporization is initiated, the interactidretween the resulting vapor and
the incident laser beam become important in detenmithe effect of the laser irradiation
on the material. The vapor ionizes and the higblyized vapor is called plasma. The
building of plasma further influences the interantiof the laser beam and the material,
because it forms near the evaporating so-calledn@acoupling (see Fig. 6) which
confines the intensity of the laser beam. The wippteess and the details related to the
plasma phase are described in [Steen91] or [Dah08].

Ll

N 4
v

Fig. 6: Material with plasma coupling.

Vaporized particles, which are not affected by ldser beam, move away from the
surface of the material, loose their energy andhsovapor becomes significantly cooler
and less dense than the vapor in equilibrium with gurface. As mentioned in [Anis68],
approximately 18% of the vapor particles conderseklio the surface of the material.
Moreover, the evolving vapor from the surface exextrecoil pressure on the surface,
which causes a melt expulsion. It is schematicgilgwn in Fig. 7.

M

Fig. 7: Schematic representation of melt expulgorcess.

The previous description relates to the situatmwhen laser irradiates engraving
continuously and the material is heated during wimle engraving constantly. If we
engrave more laser beam pulses, the temperattine afaterial increases during each laser
pulse and this is followed by cooling during thendi between the adjacent pulses. Since
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the cooling is not complete during the short doratbetween the laser pulses, the initial
temperature during heating with the subsequentepuls always higher than that during
heating with preceding pulses. The evolution ofgerature of such sample is shown in

Fig. 8.
-

———— f— ———

]

t

Fig. 8: Schematic evolution of surface temperatieng engraving multiple
laser beam pulses into the same point.

Another complication of the whole process desaiptivould be caused by motion of
the laser beam during the engraving process. $nctse, each following pulse is engraved
partially into a material heated by the precediagel pulse and partially into a cool
material that has not been affected by any lasgra@ing yet. More details are described
in [Dah08].

To sum up, the result of the engraving process rip®n the used material, its
roughness, parameters of the laser that is usedhérmengraving process, its angle of
incidence according to the material surface and;ooirse, on number and positioning of
pulses engraved into the material and many othets.faFor example, [Bulg07]
distinguishes a “gentle” and a “strong” ablatiom aliscusses its results on the example of
the A|203.

2.2 Laser-Engraving Simulation

The laser-engraving simulation should be able éater a sample surface according to the
description of the experiment that should be engptaand the material and laser qualities.
The simulated sample should correspond to theaealengraved into the same material
with the same laser settings. This should be prawmethe validation and verification
process that has to be an inseparable part ofrthéagion model.

First, the simulation system must be able to fdmnrhaterial surface after engraving
one laser pulse or more laser pulses into the sdace on the used material surface. An
example of a single laser pulse engraved into cecare be seen from the top view as the
gray scale image in Fig. 9a. The lighter is theaarethe sample, the higher is the surface
in that place.

If we are able to simulate engraving a single lgaése or pulses engraved into a
single point, we can start simulation of laser pslengraved next to each other with a
partial overlap. For this purpose, the descriptbboth pulses interaction will be the most
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important. An example of pulses engraved into stieeing a laser beam motion with the
speed 100mm/s and frequency of 50 kHz is shownign3b. If we are able to engrave
pulses along any trajectory, we can engrave angestiascribable by the curve.

Fig. 9: An example of a) a single laser pulse engrhinto cermet; b) pulses
engraved into steel during a laser beam motion withspeed 100mm/s and
frequency of 50 kHz. Both samples are shown ipai&w in the form of a gray
scale image.

Moreover, if the laser-engraved pulses are plaeed to each other in several rows,
we can use this principle for simulation of engrayviaser pulses into an area. The height
map of several engraved rows is shown in Fig. 1@ areal engraving creates a specific
structure on the surface of the material. Becafisieedight reflecting in the modified parts
of the material surface, it makes an impressiochainging color. This effect is used in the
technological process of laser scribing.

Fig. 10: Pulses placed next to each other in sewazgtical rows creating the
continuous engraved area.

Independently of the pattern we want to engraveerlasimulation should be
processed in a very high resolution to catch ad itnportant details. As described in
Section 3.2, samples we are working with have #a dimensions of 256x1f@& and
they are represented by 1024x768 values of thenhempp. The real sample of these
dimensions is hardly visible without microscope.t Bet's imagine a sample of the real
dimensions of several millimeters or even centimsgt@hich is quite realistic. The amount
of values needed for such sample representingr iigdaer than it would be possible to
process in the real time. So far we are workindghwimparatively small data, but because
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the simulation has to be able to process alsoflatge, either a smaller resolution of the
simulation or some algorithm for level of detailigte maps processing [Lueb02] should
be used.

The simulation of an experiment engraved into aeigiwaterial surface could be
processed individually for each selected settingth&f laser and the results could be
evaluated manually. This can be time demandingtlamsl the simulation could test several
laser settings and find the optimal result, whicluld be further engraved into the real
material. Such tests can be provided either offiinéh the possibility of the backward
consideration or online on-the-fly.

2.2.1 Simulation Problems

It does not seem to be a very complicated tasknalate the ideal engraving process. But
the real situation, that should be simulated, lbakke into account various irregularities
and inaccuracies of the real materials and measamagles.

All samples are measured in hight resolution andreccuracies are visible on the
material. Not only the roughness of the basic ureregl material, but also some local
defects, can be found in some samples. Thesedebatts cannot be seen by eye, but they
can influence the result of the engraving proc&se simulation should run in the same
precision. The probability of irregularities can decreased by polishing the used material,
but this cannot be done each time. Unfortunatelys ialso not technically possible to
measure the material before the engraving and tiheexact point where to engrave. That
Is why we cannot suppose using an ideal materitlont any so local defects and the
simulation has to manage it.

Fig. 11: Inaccuracies caused by starting the las@tion.

There are many other factors which can influenesfitial result of engraving and so
they should be taken into account if we want toatea really perfect and detailed
simulation model. For example, the surrounding aphere during the engraving process
itself belongs among such factors. Engraving ctxelgbrovided in a protective atmosphere
or in presence of air circulation. The circulatiohthe air can influence the direction of
material particles cooling down during the lasegreming. They deposit around the pulse
in the area of the transition ring and affect thape of the pulse, especially the uniformity
of the material depositing. Discussion of resultgraved in ambient air and in vacuum can
be found, for instance, in [Grig07].
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Many other problems appear when we start engrana@nly into a single point, but
along some trajectory. The shape of the trajedtotize real samples is not accurate at the
beginning and pulses are also engraved in diffedestances (the inaccuracies caused by
starting the laser motion are shown in Fig. 11).

Because the simulation should reflect the realltesis exactly as possible, all these
problems should be taken into account.

2.2.2 Reasons for the Simulation

Reasons for simulating the laser engraving proaesgartly outlined in the introduction
of this thesis. The whole laser engraving systeoulshserve for miscellaneous scientific
experiments. Results of these experiments are soewtnot fully deterministic and
depend a lot on the engraving laser settings. bheroto obtain an optimal result,
experiments often need to be reoperated severastand various settings of the laser need
to be tested to get the best results. Repeatedwngrof the same experiment is expensive
and time consuming. Moreover, some configuratidnhe laser device are inappropriate
and so these engraving are made unnecessarily.ighaly any software tool, which
would eliminate the real engraving of incorrect exyments, would be very beneficial.

The simulation should provide experiments as quiad possible. It should also
enable optimization from different points of viewpgéed, accuracy, etc.) and help to
eliminate the unreasonable experiments. All parth® simulation should be automatic to
the maximum extent so that the simulation can ngependently of the user. Moreover, in
contrast to real engraving, where each experimaiires servicing, simulation creates a
possibility of batch-oriented experiments executidfter the simulation finishes and all
gained results are described in some output fiesbest results can be selected.

2.2.3 Technique of the Simulation

For the simulation, we have to explore the systeat $hould be simulated and to find all
important components and interconnections of tloegss. Also the settings of the system
and its influence on the results are important. &l&® should specify reasons for the
simulation and we should decide which simplificaicof the real system are possible to
perform in order to preserve the required accumEcthe simulation, because we do not
want to lose the main features, which we want t@iobfrom the simulation. On the other
hand, if we remove some features which have a ktlect on the model accuracy, we can
get a simpler simulation model that would be un@dedable and computable more easily.
As described in [Robin04], an important and insapke part of the simulation process is
also data obtaining and description and final satioh model verification and validation.
Because we have not found any simulation intereskedtly in the laser-engraving

process, we have to use techniques for solvingaimproblems and than to decide which
approach and simulation model to choose. Duringdmaision-making, we also have to
consider the possible cooperation with the realippgent for real data engraving and
measuring and all the requirements important fersimulation usage.

15



Generally, we had to decide between two basic whysmulation. It is possible to
simulate the real situation on the basis of anzdytmethods or to create a simulation
model using an application approach. Each apprbasthts advantages and disadvantages.

Simulation using an analytical approach comes muhfthe knowledge of physical
equations, mathematical descriptions, procedured dapendencies describing the
behavior of the material that is being heated leyltdser beam. The simulated system has
to be analyzed, its behavior should be investigatedl all its parts have to be described
using mathematical relations and equations, whachbe solved.

The analytical approach is often used in practiog i could be a good way how to
model thermal processes. Because the material asedheduring the laser-engraving
process, we could take an inspiration in methodsfaterial heating simulation or other
laser application, such as simulation of laserimgttiescribed in [Dowd09]. As shown in
[Wo0I99] or [Rami97], approaches to solve the hmatduction in various shapes of the
material can be simulated. Some other problemsy asanelting processes of the material
can also be described this way (see, for exampl&tafan problem [Alex93]).

Of course, the analytical methods can be discrétered results can be computed
numerically. Simulation model obtained by this noetlcould be general enough but for
the case of concrete equipment it could be diffical find the right combination of
parameters and coefficients to describe it exadtle. believe that also lasers and their
impact on the material surface changes during tigea@ing process could be modeled this
way, but finally, we have decided to apply a difetrapproach.

Because we would like to come out from the rear&vigg process and so to use the
real laser engraved and measured data, we havdedeto select another way to simulate
laser engraving — the application approach. We wardtart from real experiments and
make use of knowledge of particular lasers and maddecharacteristics. From the real
experiments a number of parameters describingghkeresults can be computed. These
parameters can be further used for the simulatidh.course, neither the application
approach can be used without some mathematicalgbaokd. But the mathematical
equations should not be used for the describingwth@e process, but only for processing
the parameters gained from the real experiments.

Because we use measured real data engraved byificsfype of laser into a given
material, we could achieve more accurate resultcamparison with the analytical
methods mentioned above. The format of used datdhenway of data sets acquisition are
described in Sections 3.1 and 3.2.

2.3 Data Preprocessing Methods

As described in Section 1.3, we do not solve yetvwthole simulation process, because of
its breadth. We have decided to focus on the melbgg for data preprocessing. To do
that, we have to solve the problems of the samatameterization and description and the
problem of the automatic pulse detection first.

Each part of the data preprocessing operationdage understood well to select the
correct approaches and methods to obtain the égglts. To increase the transparency of
the processed parts, which we were dealing witindusur research, we have decided to
explain them in detail in the introduction of segiarchapters. Each chapter describes a
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single problem, usable methods and our proposetiadstfor its solution. The sample
parameterization and the artificial generationte hew sample surface according to the
computed parameters are described in Sectionsn8.8.8. Approaches for the automatic
pulse detection are shown in Chapter 5. In datgprpoessing, methods for image
processing or segmentation are used often. Forath@cial generation of samples
described by the set of parameters, we use vanoise generation functions. All of them
are described and referenced in corresponding etgapt
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3 Parametric Pulse Description,
Pulse Approximation

Because of our cooperation with the physicistscae get data from the real experiments.
The format of used data and the way of data adeunisare described in the following
chapters. Our aim is to find a parametric des@ipof samples and especially the area
irradiated by the laser beam. These parametersl dmilfurther used for generating the
sample surface (sample surface simulation) or fee tomparison of samples. To
parameterize the sample well, we have to expldredetail first.

3.1 Data Acquisition

To get the data for the simulation input, real sEshave to be engraved by an existing
laser equipment into a real material and then tmmbasured. A set of samples is called an
experiment. One experiment contains data for oncpkar laser device and one particular
material. It means that for each combination adset device configuration and a material,
which is used for the simulation, a special expentrhas to be prepared. Each experiment
consists of samples engraved by the laser intoglespoint in the material. The number of
pulses goes in sequence, e.g. from 1 to 100 (ingeach pulse from the sequence is
engraved on a separate row).

1x
2x
5x
10x

30x

100x 92000

Fig. 12: Experiment layout.

Qe 0®
® 00 e
® o0 s .
® @ 0 ¢

After re-engraving the same pulse several timeb Wieping the same conditions,
the results differ a little, so each pulse countejseated several times in order to get an
average result. These samples are placed sideleyrsa single row (one row in Fig. 12
corresponds to similar pulses). All data we use wahith are shown in the following
description was engraved by a laser device BLS-Q08:YAG solid-material, lamp-
pumped laser with wavelength of 1064nm) [SHTOMRilfD4] into steel and cermet (a
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composite material consisting of ceramics and na#&dr The parameters of engraving
were as follows: laser power 100W, current 28A,tvidf the ray 0.01mm, diaphragm 1.8.
For steel, we have obtained a complete engravedraasured experiment (sequence of
samples with 1, 2, 5, 10, 20, 30 and so on up {0190 laser samples engraved into a
single point, each engraved five times) and sodaia set is trustworthy. On the other
hand, only several samples are available for ceandtacquired data does not represent
the material quality sufficiently. An example ofsaquence of samples engraved in steel
into one point can be seen in Fig. 13. The numb&ser pulses increases from 1 to 10.

a) b) <)

e ST

T = B B,

Fig. 13: 3D views on samples engraved with lamp{peniiaser BLS-100 into
steal: a) 1; b) 5; ¢) 10 laser pulses engraved iatgsingle point.

After the samples are engraved, they have to besuned During the measurement,
just a part of the material containing the engrgweides is focused. A resolution and zoom
are chosen, the material sample is scanned anthdélasured data set is saved. For the
output from the confocal microscope, a text fileS{Q is used. The zoom is chosen
according to the experience with the particularanak For the measurement, the confocal
microscope Olympus LEXT OLS3100 [OlympOnl] was usedour data acquisition
process.

Of course, the process of data receiving is caatly time consuming. The size of
files with saved data in also not very small (ie ttase of several tens of measured samples
for each material, the size of all measured sangfi¢ise experiment reaches several GB).
We have to decide how many engravings have to be do obtain a full-range and
representative spectrum of pulses. Of course, wentt to do many unnecessary
engravings. For different materials, the experiraeain differ.

3.2 Data Description

The CSV file with the sample data description cotst@everal head lines with descriptions
of type of measured data, units for all three basies of the coordinate system and the
step size that was used during the measurement&dtklines are followed by a matrix of
real numbers which represents the sample surfale. VvRlues express the heights of
intersection points in a uniform rectangular githis grid represents a height map which
describes the surface of the sample. In Fig. 1d,3D visualization of data from the
confocal microscope is shown.

The majority of samples, which we use, have theessize as the sample in Fig. 14.
Most of the sample surface is filled by the areat twvas affected by the laser beam
engraving; the real dimensions of the sample a6x2823um. The grid of the height map
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is really fine; the most common grid step in usathds 0.2fm. It means that the surface
of such sample is described by 1024x768 values.

66.000
62,800
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39,600
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0.000
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Fig. 14: Height map of a measured sample.

As described in Section 2.1, the shape of the pateated during the engraving
process on the surface of the material is causednaterial ablation. If we want to
parameterize samples, we have to explore the esmaples first in order to see how the
basic shape of pulse changes with the increasintbauof laser pulses engraved into the
material, how the roughness of the used materiliences the sample surface or how the
sample surface is affected by any other inaccusacfethe material. Let's describe the
sample surface in detall first. The roughness efdhginal surface depends on the used
material. Examples of two different materials candeen in Fig. 15a,b. The surface of
steel (Fig. 15a) is quite smooth with any few lodafects, which are irregularly spread
across the surface. On the other hand, the rougluid¢ke cermet is high and omnipresent.
Moreover, some materials are susceptible to loeétas — areas of a high roughness
appearing occasionally on the surface. An exampleaal defects on a steel surface is
shown in Fig. 15c.

Fig. 15: Original unengraved surfaces of a) stdBlcermet; ¢) local defects on
the steel surface.

During the burning process, the laser beam afféiwés sample surface. In the
following description, we will call the heat-affect area a pulse. Except for the roughness
of the basic material surface, the quality of thaterial also differs. Thus the size of the
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pulse and its shape are influenced not only bynim@ber and intensity of laser pulses
engraved into the material, but also by the useiemnah

3.3 Basic Pulse Shape Description

To get information about the pulse shape, we usessesection curves. A cross-section
curve is created as the height relief of a selectd or column of the sample. A
cross-section curve can also be generated alongjrengegment defined be two points of
the sample.

We will start with comparing similar samples, i.eamples with the same number of
laser pulses engraved into the same material. legshows cross-section curves of four
similar samples of steel with 100 pulses engraved & single point. Also a rough
dimension of the cross-sections is shown. It casdsn that even similar samples differ,
but their shape is very similar, especially in #nea of the pit. In Fig. 16b, the shape of the
pit is damaged by a local defect in the materiat, iill the correct shape can be guessed
well. The surface of the pulse in the pit is qusteooth and only a slight roughness is
perceptible at the bottom. On the other hand, tireldy of the pulse — the transition ring,
which is formed by the melted material — is diffetréor each explored case.

a) b)

10um

140um

) d)
Fig. 16: Vertical cross-section reliefes of foumdiar samples — 100 laser pulses
engraved into steel.

c

Real pulses are not symmetric and so we cannotrass-sections measured only in
one direction. However, our experiments show thatsssections measured in two
directions, in the broadest and the narrowest wadtthe pulse, are sufficient. Thanks to
the character of pulses, the cross-sections aem @ftthogonal and correspond to cross-
section parallel ta andy axis. For simplification, let’s call them g&nd CS.

If we want to describe the pulse basic shape byesarameters, we should
understand its single parts. In the simplified sresction relief of the sample, we can
detect several important points. PoiA{Za, ya] andB|[xg, yg] state the outer border of the
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pulse pit,A'[xa, Ya] andB’[xg, Ys] determine the outer border of the transition ringint
S[xs, Y4 gives position of the bottom of the pit. All panare shown in Fig. 17. The
symbols will also be used in the following compiaas.

Fig. 17: Important points on the cross-section eurv

3.4 Pulse Basic Shape Approximation

Because both parts of the pulse (i.e., the pitthading) differ quite a lot, we have decided
to approximate them separately by two differentcfions and most especially to
differentiate the way of surface roughness desonpBoth generated surfaces are finally
connected into the final shape. In following sewsiothe method for the pulse basic shape
approximation is derived from [Rekt81], [Weiss98fter the explanation of the whole
method, the set of parameters for both basic pHsape parts description is summarized.
This topic is described also in [H4j09a].

3.4.1 Pit Approximation

After several experiments, it appears that the chatiape of the pit cross-section
corresponds to the shape of the plot of a quadfatiction. The cross-section can be
approximated by a parabola having the equation shavexpression (3.1). The results of
this parabolic approximation of the pulse pit carsken in Fig. 18.
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Fig. 18: Vertical cross-sections of samples from.Ri6 and their approximation
by a parabola.
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As can be seen in Fig. 19, in the real sample®p5Q@ and 100 laser pulses engraved
into steel, the pit has a circular or ellipticahpk from the top view.

a)

Fig. 19: Samples of 10, 50 and 100 laser pulsesaamgl into steel from the top
view.

If the pulse pit can be approximated by the pa@lolits each cross-section going
through the center S, the whole pit can be apprateth by an elliptical paraboloid.
Because we need the paraboloid going through thebtwder of the pit, the equation
representing it has to be modified as in (3.2). ®hgin of the solid lies irS[x, Yo, Z], h
represents the depth of the paraboloid and are axes of the ellipse. The elliptical
paraboloid is shown in Fig. 20.

Zzh-k((X—Xo)2 +(y_y0)2]+20 (3.2)

a? b?

S[Xo, Yo, Zo]

y

Fig. 20: Elliptical paraboloid and its parameters.

3.4.2 Ring Approximation

The approximation of the pulse transition ring asemuch more problematic, because its
shape is irregular and rough (as can be seen faomples in Fig. 16). The material surface
is created during the engraving process by the Isggumelted and condensing ablated
material that forms a ring on the border of theramgd pit. To find the approximating
function, we have to simplify the shape and thefirtd a suitable way of random noise
generation to get as realistic results as possible.
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First, we have to find a suitable function thatIdoloe used for the approximation of
the basic shape of the ring cross-section. We kdaceded once again to use a quadratic
function. To find an appropriate parabola, we neexeral parameters to describe the ring.
These are shown in Fig. 21 — the width of the and its maximal height and also the level
of the basic material. The parabola is defined ating to the equation (3.3).

ringHeight

ar <>
ringWidth

Fig. 21: Important parameters for the descriptioittee ring cross-section.

:w* (x—ag)? +ringHeight+ materialLevel (3.3)
ringWidth
S
The whole ring should be approximated by a 3D fiomctlt seems to be roughly
similar to the top half of a torus. A torus is afage of revolution generated by revolving a
circle in three dimensional space about an axidacep with the circle, which does not
touch the circle. A torus is shown in Fig. 22. @lucse, for our purposes, it has to be

modified.

Fig. 22: A torus.

The ring has an elliptical shape from the top vaawd the shape of a parabola in the
cross-section. Moreover, the parabola preservesditfegzence between the horizontal and
vertical ring width. As it is shown in Fig. 23, thiemg width should be computed for each
direction separately (the valuegWidth2determines the half of the ring width). The solid
representing the ring should be created as a sudaevolution generated by revolving a
parabola along the elliptic trajectory in 3D spatlee approximation of the whole ring can
be done by the half of the parabolic elliptic torliee ellipse and its axes are shown in Fig.

23.
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Fig. 23: Description of the ellipse axes
24



Now we have to describe it mathematically. Theps#iis generally defined as (3.4),
whereu andyv are the axis of the ellipse.

1= (X‘Q‘o)z + (V‘Q’O)Z (3.4)
u \

The maximum of the parabola representing the rexg th be placed on this ellipse.
We can define® = ar andv? = bg. For our case, we can use equation (3.5).

_(x=x) (=30’
a‘R bR

p (3.5)
The various values of the variabpeare outlined in Fig. 24. The valyg = 0

represents the center of the ellipses 1 defines the ellipse itself. {f varies from 0 to 1, it

represents the area bordered by the ellipse andlakksp > 1 points outside the ellipse.

p>1

Fig. 24: Variants of values of paramefeand position of the point in the
ellipse.

Next, we need an expression for computing the wkgtaof two points. More
specifically, we need to compute the distance @f pinocessed point from the center
[Xo, Yo] during the surface generation. This distance tbhake adjusted according to the
ellipse and so for the next computation the valgevill be used. The value computed
according to equation (3.6) determines the distaicthe parabola maximum from the
center of the ellipse in a given direction (as barseen in Fig. 25).

d, = \/(X_XO)ZF':'(Y_)’o)2 (3.6)

a) b)

ringWidth2 :
o
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' ringHeight
v

Fig. 25: Description of distances: a) from the tapw, b) from the view of the
ring cross-section.
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To get the right shape of the parabola, we hawstopute the parametkthat will
determine the opening of the parabola (3.7). liedéls on the maximal ring height and its
width that has to be recalculateddiyyto get the ratio to the ellipse distance.

ringHeight
ringWidth2 )’ (3.7)
dr

k =

Now we can substitute into the equation (3.3). Beeave compute in recounted distance
(in the interval <0, 1>) instead of the valag we have to use the value 1. Finally, the
torus is defined as (3.8). The constaimgHeightandmaterialLevelare added because of

shifting the generated surface into the right hieigtherwise, it would be placed under the
zero level.

z=-k*(p-1) +ringHeight + materialLevel (3.8)

As can be seen, the basic shape of the pulse cdedoebed by a set of parameters.
They are summarized in Table I. The names of paemesed in Table | are used also in
all descriptions and computations.

pulse parts | parametersdescription parameter s names
baSIC. height of basic material level materialLevel
material
position of the pit bottom center S, Yo, Z)
pulse pit semimajor and semiminor axis of the ellipse a,b
ablation depth — depth of the pit h
transition Wid.th of the.tran.sition ring in the vertical and r?ngW?dthVert.,
ring horlzontal_ dlrect.lon r?ngW@IthHorlz
average ring height ringHeight

Table I: Parameters for the pulse basic shape dpton.

If we want to get all parameters, all the importgoints in the vertical and
horizontal cross-sections described in Fig. 17 laviee detected first. The level of basic
material can be determined according to methodsritbesl in Section 5. The inner
diameter of the ring corresponds to the diametahefpit and the width of the transition
ring is computed from the cross-sections. All valwre computed in the vertical and
horizontal directions. In the previous descriptiaiso the valueringWidth or
ringWidth2=ringWidth/2is used. The simplest way to get these values mpute the
distance of the inner and outer border of the tt@mmsring from the center of the pulse in
the given direction and to compute their difference

More problematic task is to compute the maximagheif the ring (ingHeighi),
because the surface of real samples is in thisvamgairregular, so we cannot use only the
maximal value from the ring cross-section. But & discretize the quadratic function, we
can compute the average value of the parabola.afisbe seen in Fig. 26, where the
average value is shown as a dashed line, the aeudinds on the sampling frequency.
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a) b)
Fig. 26: The position of the average value in thegbola represented by
a) 5 values; b) 21 values.

Because we need to compute the average heighe dfahsition ring, we have to use
the same frequency that was used previously forctbes-section of the pit. First, we
compute the rate of the average value and therdifée of the maximal and the minimal
value (amplitude) in the discretized parabola aedyet the relative position of the average
value from the top of the parabola. This valuengependent from the height multiplicator
a of the parabola in the parabola definitidx = -ax’). That is why we can use the
expression (3.9) to compute the amplitude (thehtgf the transition ring of the pulse.

functionAerage _ ringAverage
functionAnplitude  ringHeight

(3.9)

3.5 Generating Roughness

Real samples are measured in a very high leveet#ldand during a careful exploration,
we can find bumps originating from the irregularitiythe material surface. In addition to
the roughness of the material, local defects inntfagerial can also be detected here and
there. Their size is variable and they are placedptetely randomly.

As can be seen in Fig. 60 (see page 47), the matiwlly generated sample
described in Section 3.4 is too smooth in comparisdh the real one. That is why it is
necessary to modify the generated surface by sante d artificial defects that would
represent the granularity of the material and thieghness of different parts of a real
sample.

When we want to explore samples engraved into,stezlcan see that the central
part of the pulse (i.e., the area irradiated byldlser beam) is quite smooth and the bottom
of the pit is a little bit rougher (Fig. 27a). Theost ragged surface part is the transition
ring. The border of the ring is modulated by soramcentric waves that are both regular
and irregular (Fig. 27b). Sometimes, local defegtth a considerable roughness can
appear, especially at the outer border of the itiansing (Fig. 27c). At the outer border,
the roughness declines slowly and fades into thghmwess of the bulk material.

All these facts should be taken into account ifwant to generate the surface of a
pulse from its parameters. Samples engraved i®sdme material are similar and some
characteristics of the engraved sample dependtldiren the used material itself. We
should design a set of parameters to describeample sufficiently. The set of sample
parameters and their further usage are describiz ifollowing sections.
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Fig. 27: Typical examples of roughness from diffiégearts of a sample surface.

3.5.1 Perlin Noise Function

During increasing the lifelikeness of generated [@as) we need to add global roughness
to some parts of the sample. There are severalpp@s®lutions, e.g., fractal generation of
the sample surface [Polack03], the Perlin noisectian [Perlin85], [Perlin02], value-
gradient noise, Ward’s Hermite noise [Ebert03], etc

Finally, we have decided to use the Perlin noisetion because of its variability. It
has a very wide range of application, not onlyamputer graphics, but also in many other
areas where natural appearance is needed. In nahaney things have some fractal
structure with various levels of details. Perlingeois similar to fractals, with the only
exception that it does not implement self-similarithat is why it cannot be classified as a
fractal [PerlinOnl]. It is widely used for generagi textures in 2D and 3D. First, we will
start with the 1D Perlin noise to explain the basic

Perlin noise combines a noise function with anrpuaéating function. The noise
function is based on a random generator that retarnumber according to a parameter.
For the same value of parameter, it always retimasame number. Prior to generating the
sequence of numbers, we have to choose an amplinatias defined as the difference
between the minimal and maximal generated value fitise is formed by randomly
generated values, the distance of which is giversdoyme frequency. This frequency is
defined as 1/wavelength, where the wavelength septs the distance from one generated
value to the next one (as can be seen in Fig. 28).

The generated values are interpolated using Heénteitpolation [Zara05] (Equation
3.10) to get a smooth interpolating curve (with egivamplitude and frequency). The
parametet ranges in the interval <0,1>.

»

amplitude

v CEETTE >
wavelength

Fig. 28: Visualization of amplitude and wavelend#finition.
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H(t) = t3(3-21) (3.10)

If we sum up several curves with various frequenaied amplitudes, we get the final
Perlin noise function. The selection of frequen@esl amplitudes affects the result. For
simplification, a quantity value named persisterscesed. The frequency and amplitude
can be defined as in (Equation 3.11), whierepresents the separate noise functions that
are summed up. These functions are called octheesuse the frequency of each function
is twice as the frequency of the previous one. Aangple of octaves can be seen in Fig.
29. The frequency ranges from 1 to 32, the ampdiisdhe same for all octaves.

frequency = 2 (3.11a)

amplitude = persistente (3.11b)
a) b) c)
d) e) f)

~S oA e

Fig. 29: Octaves that are added to the final 1DIPenoise with the same
amplitude and different frequencies: a) 1; b) 24¢)l) 8; e) 16; f) 32.

The effect of persistence on the output of thel fiia Perlin noise can be seen in Fig.
30. We can use as much octaves as we want to. dper limit is given by the smallest
change that is registrable after adding the octBxample of Perlin noise with 4, 6 and 8
added octaves can be seen in Fig. 31.

a) b) c)

Ww\/

Fig. 30: 1D Perlin noise after summing up 6 noisedtions and different
persistence: a) 1; b) 0.5; c) 0.25.
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Fig. 31: 1D Perlin noise with persistence=1 andeiént number of octaves
summed up: a) 4; b) 6; c) 8.

For the modification of the generated smooth maltesirface, we need a 2D Perlin
noise function. To extend the noise generation theosecond dimension, we have to use
two-dimensional interpolation. Also in this casegrhiit interpolation (Equation 3.10) is
used. At the beginning, points with the given fregey are randomized and the other
points are interpolated as shown in Fig. 32. Fipstrameteru is used (in the Hermit
interpolationt = u) and the points xand x are computed. From them, the resulting point
in the Hermit interpolationt & v) arises.

Xoo Xa Xo1
® @ @
1 u
°
v L]
. u
o0 2
X10 Xa X1

Fig. 32: Procedure of interpolation in 2D.

The results of 2D Perlin noise are shown in Fig. B3 higher persistence is used,
the rougher the generated surface is. To get arbetiagination of roughness, the
cross-section curves of all samples are also shdWwase cross-sections were taken from
the middle of the sample. The same persistencetlaadifferent number of octaves
summed up were used for generation of the samplewyi 34.

a) c)

Fig. 33: 2D Perlin noise after summing up 6 noisedtions and different
persistence: a) 1; b) 0.5; c) 0.25.
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So far, we were considering only octaves with atagés determined by (Equation
3.11). The result is that the octaves with a lofsequency influence the final Perlin noise
more than the octaves with a higher frequency, Wwiaftfects only the roughness of the
resulting sample. We can also choose a little Bferént approach and determine the
amplitude for each octave separately, e.g. indh@ fof an amplitude vector. This way, we
will be able to better control the shape of thalfisurface. The calculation of the frequency
remains the same; the expression (3.11a) is userreBults of several experiments of this
kind can be seen in Fig. 35. Each time, 6 octavesevéummed up, but a different
amplitude vector was used for each sample. Fadhalexamples, the same starting values
as before were used, only amplitudes were changeatding to the amplitude vectors.

a) b) ©)

Fig. 34: 2D Perlin noise with persistence=1 andeliént number of octaves
summed up: a) 2; b) 4; c) 6.

a)

c)
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Fig. 35: 2D Perlin noises generated according topditnde vectors:
a) [0.25,0.25,1, 1, 0.5, 0.5]; b) [0.5,0.5, 1,3 3]; ¢) [2, 0, 0, 0, 0.5, 0.5].

It is evident that the variability of the Perlinise function is high and so we can use
it for generating the surface roughness to getstezdlly appearing samples. The result can
be also modified by any other function, such asi@adegatic one. In Fig. 36a, an example of
surface generated by the Perlin noise with the #nde vector [1, 1, 1, 4, 1, 3, 2, 2] can be
seen in a 3D view. Fig. 36b shows a surface gesdi@tcording to the same noise vector,
where a quadrate of the final Perlin noise was used

3.5.2 Usage of Perlin Noise Function

Perlin noise can be used several times during tbheeps of pulse generation. The result
depends on parameters which we use. Before usea@dhlin noise function, we should
normalize the parameters to get the amplitudesespanding to the heights of the original
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surface. It means that the value of the Perlin eadimnction are not in the interval
<0, max>, but they are in the interval <-max/2, f2ax

Fig. 36: a) 2D Perlin noise generated as heightthefsurface; b) quadrate of
the Perlin noise shown in a).

The first problem, where the Perlin noise can bedus solve it, is the generation of
the roughness of the pit bottom. The roughnessneigted according to a noise amplitude
vector. A real sample (100 laser pulses engravéd steel) is shown in Fig. 37a, an
example of the Perlin noise modulated surface @idkal pit can be seen in Fig. 37b.

Fig. 37: a) The pit of a real sample; b) Perlin seimodulated on the surface of
the ideal pit.

Another area where the usage of the Perlin noisgppopriate is generating the
transition ring, or to be more precise, some lalgdécts on it. To get a better imagination
how the generated surface looks like in compartisahe real one, see Fig. 38. A 3D view
on local defects in two real samples is shown g BBa,b. The surface generated by the
Perlin noise can be seen in Fig. 38c.

For the sample generation, we need to form sewenaller areas representing the
local defects. For this purpose, we can also ueePrlin noise. At the beginning, we
generate a mask of the transition ring (see Fig).3Bhe area of the ring is represented by
the value of 1, the borders of the ring are a linerpolation between the values of 0 and
1. Then, we generate another mask representingasie shape of the thresholded Perlin
noise. If we use only one threshold, the bordeestao sharp, so we have decided to use
two thresholds. The values of the Perlin noise tgrethan the first threshold are included
fully, the values between both thresholds are otlionly from one half. In Fig. 39b, an
example with thresholds 0.3 for the full value dhdl for the half value is shown. If we
make an intersection of both masks, we get thdtresask shown in Fig. 39c. This result
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mask serves for the modulation of the Perlin naisscribed above. The result of local
defects final generation on the transition ring barseen in Fig. 40.

Fig. 38: a, b) Local defects in two different saewlc) surface generated by the
Perlin noise.

b) C)

Fig. 39: a) Mask of the transition ring; b) masktbé local defect areas;
¢) intersection of both previous masks.

Fig. 40: Final result after the generation of loadéfects.

3.5.3 Waves Modulation

In the real samples, irregular concentric wavesvaible in the area of the transition ring
(as shown in Fig. 41b). These waves are especialigeable on the outer border of the
ring and they are relatively thin and sometimesaliscontinuous. Their shape consists of
a number of edges which approximately form an &digb shape.

If we want to generate a wave, we have to know ra¢vparameters for its
description — its shape and dimension. We havedddcto represent each wave as a
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polyline with the given width and height, where tuordinates of vertices representing the
polyline define the basic shape and size of theawav

Fig. 41: 3D visualization of the sample with 108dapulses engraved into the
steel: a) the whole sample; b) zoomed top-left.part

The diameter of the wave depends on the diametigrediransition ring. Because the
wave should have an elliptical shape, the positimingertices depend on the semimajor
and semiminor axis of the transition ring. To presehe irregularity of the wave shape,
each vertex is randomly shifted from its originaisgiion to create the irregular shape of
the final wave. The number of vertices determirtess gegmentation of the wave. If the
continuous wave should be generated, the polylinepresented by all generated vertices,
in the case of discontinuous wave the positiorhefwave segment beginning is selected
and a number of points which should create theclsspe of the wave is reduced.

If the polyline vertices are generated (Fig. 48&),have to compute the 3D shape of
the wave, i.e. a height map representing the waviase. Each couple of neighboring
wave points forms a line segment. All line segmemésconverted to an arc plane during
the wave generation. As shown in Fig. 42, for alhps C from the surroundings of the line
segment AB, the perpendicular distance to the $iegment is computed. If the distance
from the point to the line segment is smaller tadth of the wave, the height of the
surface in that given point is computed. The offents are ignored and the surface height
in their position remains unchanged.

Fig. 42: The way of generation the line segmentaurdings.

After this step, the wave surface is formed by savéiscontinuous segments (Fig.
43b). To connect the segments together, we hagenpute the surroundings of the points
using the same algorithm as in the case of linensets (Fig. 43c). The final result of the
generated wave is shown in Fig. 43d.

In the real samples, more than one wave can ofteretognized. Sometimes, they
even overlap each other. The heights and widthkeofvaves differ less. Examples of 20
and 30 waves modulated on the smooth sample swéacbe seen in Fig. 44.
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a) b) c) d)
Fig. 43: a) Generated polyline; b) heights genedaite the surrounding of the

line segments; c) heights generated in the surrowndf the wave points;
d) final surface of the generated wave surface.

a) b)

Fig. 44: Examples of a) 20 and b) 30 waves moddlatethe smooth sample
surface.

In some cases, the surface of the real sample dieflgethe outer border of the
transition ring) has the irregular shape of the eyawt the profile of the wave cannot be
detected, because in its inner border it turns shiyoo the surface of the ring (as shown

in Fig. 45). That is why not only profile of the wegg but also the filled area in the shape of
the wave, should be sometimes used for the sunfackilation.

Fig. 45: Part of a sample, on the outer bordertaf transition ring a full wave
border is visible.

To compute the full wave, we have to return topitdyline representation. For the
filled wave computation, only continuous waves ased, and so each polyline creates a
polygonal shape. The polygon can be divided ingeteof triangles (as outlined in Fig. 46).
If we want to compute the surface of the polygoiudil wave effectively, we can find
points in the neighborhood of each triangle antwésch points lie inside the triangle. In
dependence on the distance of the point P layirtgertriangle from the wave cent8y,
the actual height of the wave surface is computed.
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Fig. 46: Full wave divided into the set of triangldashed rectangle indicates
the neighborhood of selected triangle.

The height of the wave is biggest exactly at thiglpe representing the wave. From
the maximum, it is linearly decreasing in the dil@c to the wave center. Profile of the full
wave with the cente®y is shown in Fig. 47a. The computed heights areveha Fig. 47b
as the gray scale shading of the triangle.

a) b)

Fig. 47: a) Profile of the full wave. b) Heightsrggated for one triangle
represented as a gray scale shading.

The full wave computed according to the previouscdption and modulated on the
smooth mathematically generated basic shape dample is shown in Fig. 48.

/”\H )

Fig. 48: Full wave generated according to the désed algorithm.

3.5.4 Distortion

Another surface modulation that could be usedssodion. It can be used for both for the
deformation of the basic smooth shape and for tbrtion of waves or masks used for
the noise generation. Usage of the distortion ograve the realisticity of the shape.
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The simplest form of distortion is computed accogdito a line. The line is
determined by two points and this kind of distantichanges the shape of the distorted
object in the direction orthogonal to the line. Arample can be seen in Fig. 49. The
original image (Fig. 49a) is distorted by the waatidistortion according to two different
lines (Fig. 49b,c).

o BN

Fig. 49: a) The original image; b-c) images aftbetvertical distortion
according to a line.

a)

We can distinguish vertical and horizontal distorti It depends on the direction of
the basic line we use. The computation is not wemplicated and it will be explained on
the case of vertical distortion. During the distmf the original image (Fig. 50a) is
transformed into the new one (Fig. 50b). For tlamsformation we have to set the basic
direction and the distortion line which determities final distortion.

a) b)
[0,0] [0.0] .

-

N

]

[w.h] . [w.h]

Fig. 50: a) Position of two points in the originahage, the basic line of the
vertical direction is shown; b) position of bottxels after the vertical distortion
to the dashed line.

According to the distance of the distorted poinnirthe basic line in a given row, the
original point is shifted either to the left or tike right. During the computation, a new
image is created and, for each pixel of the newganahe most fitting pixel in the same
row from the source image is searched. If the tesidomputed between two points, their
average is used. For the calculation we have tindigsh points on the left from the
distortion line (in Fig. 50 point A) from the pixseplaced on the right (in Fig. 50 point B).
For the first case the relation (3.12) is valid &odthe computation of the corresponding
pixel we use the equation (3.13).
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xOrig X

xLineOrig " xLine (3.12)
xOrig = w (3.13)
XLine

For the computation of the other pixels, the relat(3.14) is applicable and so
equation (3.15) is used.

xOrig — xLineOrig _ x—-XxLine
w— XxLineOrig w-—XxLine

(3.14)

(x - xLine)(w- xLineOrig) (3.15)

_ + xLineOrig
w— XLine

xOrig =

The horizontal distortion works analogously, onye thorizontal basic line is used
and instead of the width of the image, its heightincluded. Vertical and horizontal
distortion can be used independently or they cacobebined. Fig. 51a, b show the simple
vertical and horizontal distortion to the line whis highlighted in the images.

a) b)

Fig. 51: a) Vertical distortion to the line; b) hiaontal distortion to the line.

Of course, the potential usage of any global digtor(not only vertical or horizontal
one) could be discussed. But because the actual des looking promisingly, we have
postponed it so far to the future plans.

The distortion shifts all points of the processegnple in vertical or horizontal
direction nearer to the distortion line. If the tdition is used on the basic shape of the
pulse, the center of the pulse pit is shifted. Aanmaple is shown in Fig. 52. The original
smooth pulse basic shape is shown in Fig. 52asdhee shape after the vertical distortion
to the solid line can be seen in Fig. 52b. In biotiages, the center of the sample is
highlighted by a solid line. If we want to keep thesition of the pulse center, we have to
recompute position of the smooth surface and shift the opposite direction than the
distortion modified it.

3.5.5 Basic Sample Surface

The inseparable part of the sample is the surfatieedbasic material. As it was mentioned
in the previous sections, the real samples areumeés a very high detail. The size of the
irregularities depends on the used material. Theghoess of the material affects the
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surface of the final sample and that is why we oamgnore it. To get the most realistic
results we have decided to use several samplesbifraterial measured surface and to use
them as a basic material for the pulse generation.

a) b)

Fig. 52: An example of the smooth surface of tHeepbasic shape: a) the
original one; b) the original shape after the vedti distortion.

3.5.6 Roughness Parameterization

Several methods for increasing the lifelikenesthefgenerated sample were described. To
use them, we have to get any parameters to knoereato use them and how intensively
should they modify the sample surface.

Some parameters depend on the quality of the useeriad; they can be detected for
the material itself and then used for all sampleg&ved into the same material. The other
parameters depend on the number of laser beamspubech had to be engraved into the
material to create the real sample. Moreover, itildide possible to find any dependence
of some parameters on the number of engraved patsgshen, the value of unengraved
samples could be computed according to any relatioifable Il, parameters, which we
have defined and which are used for the roughnessrgtion, are summarized. The topic
of roughness parameterization is described alfidajo9b].

pulse parts parameters description

pulse pit roughness of the pit bottom

pulse transition ring | waves description waves count
diameter
segmentation
maximal height
wave width

plain wave x full wave
parameters for local defects local defects density

roughness of local defects

pulse shape distortion points specifying the distortion line

type of distortion — distortion of the whole shapdistortion of
some parts of the pulse (waves, masks, etc.)

direction of the distortion — horizontal x verticistortion

Table II: Parameters for the pulse roughness desicm.
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As mentioned in the previous section, the roughrdsthe basic material is not
generated artificially. The material surface isded from randomly selected real measured
material surface of the used material.

The roughness of individual parts of the generatadple (e.g., pit bottom or local
defect roughness) is generated by the Perlin rioisgion. As parameters for this function
mostly amplitude vertices (described in Section.13.%@re used. Because also the local
defect density is described by the Perlin noisection, its amplitude vector has to be
determined. Majority of these qualities seems tal&gendent on the material itself more
than on the number of laser pulses engraved ietonterial.

Dimensions of waves that modulate the transitiog area are computed according
to the dimension of the outer border of the real@a. Our experiments show best results
when the axes representing the main shape of tkie ar@ computed in dependence on the
diameter of the transition ring with adding a ramdoomponent. The first wave has the
maximal possible size and each following wave $® a little bit smaller. The heights and
widths for each wave can be also computed rand@mig a small interval. The intervals
for the height and width, segmentation, number a¥eg and their type (if the plain or the
full wave should be used) are at this time set expntally. All parameters describing the
concentric waves change with the number of laskregliengraved into the material. It can
be seen also in the sample approximation resufsjine0.

The distortion process can be used for the modiidicaof shape of the whole pulse,
or only some parts of the roughness generationbeachanged (for example, the waves,
masks for the roughness generation, etc.). It AB® to be decided if the vertical or
horizontal distortion should be used and, finalhg points of the distortion line have to be
determined. For the basic shape distortion, thegggcould be possibly guessed from the
irregularity of the real sample, but it is also motial. The distortion direction, type and
points definition are, similarly to the other paeters for description of sample roughness,
also set according to our experiments.

Of course, we would like to improve the system amtend its capabilities for the
automatic detection of all possible parameterghabthe real samples could be processed,
parameterized and generated automatically. Sonmioplans are described as a part of
Chapter 10.
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4 Pulse Parameterization and
Approximation Results

If we are able to form all described features, &e put them together and create the new
complete artificially generated sample. First, frtme set of parameters the basic smooth
shape of the new sample is computed, then othéurésaare generated — waves, noises
etc.

For the simpler combining all parts together irte tesult pulse, we have decided to
use various masks. An example of using the madk&ssribed in Section 3.5.2 for the local
defects generation. Each important part of the gpudsdescribed by a mask (a pit, a
transition ring, a distribution of local defectsc.¢ and used in the sample finalization.
Some masks contains only two values (0 and 1).vahee 1 determines places which are
taken into account during the result computatidre other points marked with O are
ignored. The majority of masks contain values fitbmninterval <0, 1>. Values in the mask
express the proportions with those the maskedre&tuncluded into the result. All masks
should be generated during the computation of #séclshape.

4.1 Evaluation of Real Samples

As a part of the parameterization process, we taegplore the real samples carefully. As

written in Section 3.1, the same number of lasdsgauengraved into the same material
several times under the same conditions does metthe same results. That is why each
pulse count engraving is repeated several timest, Rve need to know how much the

similar samples differ. To show concrete numberr,enssummarized the basic parameters
computed for five similar samples with 50 and 1@6ekr pulses engraved into steel in
Table Ill and Table IV. Moreover, the average valaed the mean relative error for each
single parameter were computed.

Measured values representing the area of the pitlsd both explored cases do not
differ a lot. The mean relative errors computedtf@ semimajor and semiminor axes of
the ellipse and the ablation depth of the pulsé@ith examined cases oscillates between 4
and 8%. It can be seen that average values coulddukfor description of the pulse pit of
similar samples.

On the other hand, description of the transitiowg iis really difficult. The roughness
of material is high. There are more reasons fa. thhe first one is the irregularity of the

41



basic shape of the pulse, concretely the shapeeafansition ring. As can be seen in Fig.
53, the irregularity of some pulses can be veryreppble. The second problem is the
problematic detection of outer borders of the pufsasition ring, especially if they are

detected automatically (for more information abthé automatic detection, see Chapter

5).
real a b oit depth ri.ng ring hgrizontal ring yertical
sample height width width
A 144.50 129.50 6.46 2.17 116.00 100.00
B 142.50 131.50 6.24 2.22 234.50 125.00
C 138.00 130.50 5.91 4.17 114.00 104.00
D 131.00 115.50 5.35 3.19 121.50 109.00
E 124.00 123.00 7.06 3.19 120.50 111.00
average 136.00 126.00 6.20 2.99 141.30 109.80
MRE 5% 4% 7% 21% 26% 6%
Table IlI: Basic parameters of five similar samp(66 laser pulses engraved
into the single point into steelyin].
real a b it depth ri_ng ring hprizontal ring yertical
sample height width width
A 155,00 170,50 8,71 2,72 112,00 85,00
B 153,50 174,00 9,89 1,96 122,00 75,00
C 160,00 178,00 8,83 1,87 106,50 93,00
D 192,50 152,00 8,42 1,82 67,50 144,00
E 177,00 177,50 9,42 3,45 89,50 106,00
average 167,60 170,40 9,05 2,36 99,50 100,60
MRE 8% 4% 5% 24% 17% 19%

Table 1V: Basic parameters of five similar samp&30 laser pulses engraved
into the single point into steelyfn].

Fig. 53: A sample with an irregular shape of thartsition ring.

Although the similar samples differ, we can use sguarameters to describe the
basic shape of the heat affected area. The avexages can serve for the basic shape
generation of the pulse pit and the transition tingt is further modified to get a more
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realistic shape. Our second aim is to get the imé&bion if there is any dependence

between the number of laser pulses engraved ietantterial and the shape of the sample.
The knowledge of any computable dependence coulasbd for getting parameters also

for unmeasured samples. We can have a look atethlevalues again. The computed

parameters for the set of samples with 10, 20,n80sa on up to 100 laser pulses engraved
into steel are shown in Table V. In the table, agervalues are used. To get better
imagination about the trend of the measured valines; are compared in three separate
plots.

a b oit depth riqg rir\g horizontal rir\g vertical
height width width
10 85.38 82.50 3.45 2.30 198.25 171.00
20 79.00 93.40 3.36 2.41 235.10 175.60
30 88.30 86.10 3.27 2.06 244.40 209.60
40 100.50 99.83 3.86 2.50 177.83 149.67
S0 130.40 |  119.00 5.43 3.20 116.00 134.00
60 126.20 |  135.20 6.28 2.75 132.60 103.00
70 148.13 144.13 8.59 2.81 147.25 92.25
80 159.00 |  149.40 8.50 1.79 119.50 87.40
0 162.70 |  163.80 7.49 2.23 95.90 85.00
100 166.80 165.00 9.13 2.37 99.20 88.80

Table V: Basic parameters of the set of sampleay [

Fig. 54 shows dependence of semimajor and semiméxas of the ellipse
representing inner border of the pulse pit. Themdr seems to be predictable and single
values differ from the potential approximation auhat could be computed just a little.
The more laser pulses engraved into a single mhtee material, the larger pit is created
in the material surface. The measured values haepproximately logarithmic progress.
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Fig. 54: Dependence plot of ellipse semi-aaendb.

Dependence of the pulse pit depth and transitiog lieight is shown in Fig. 55. The
depth of the pit increases considerably with grgmmumber of engraved laser pulses.
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From one experiment, the trend is hardly to fintl dulseems to correspond to logarithmic
or quadratic function. The second plotted valuerasgnts the maximal height of the

transition ring. It seems to be independent ofrtinaber of laser pulses. The fluctuation of
measured values from the constant value is probadalged by the high roughness of the
transition ring. The same reasons caused high va@lueean relative error described in

Table 11l and Table IV.
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Fig. 55: Dependence plot of pulse pit depth andgigon ring height.

The last plot (Fig. 56) shows the dependence ofrdesition vertical and horizontal
width on the number of laser pulses engraved imearaterial surface. Reasons for this are
also described in the comments to Table Ill andd &b and an example of a problematic
sample is shown in Fig. 53. For all that, alsohis tase, we can try to guess the trend as
the logarithmic one.
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Fig. 56: Dependence plot of transition vertical amafizontal width.

It is evident that finding any precise computab&pehdence or approximation of
measured samples and their parameter will not benple task. So far, we can use the
simplified trends represented in the previous pa&stsdashed curves. But in this case, we
can hardly estimate the precision of the computedmeters. To get accurate parameters
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description trends, we should evaluate more exmarimn Possible future work on this
problem is described in the Chapter 10.

4.2 Pulse Approximation

The pulse approximation was tested on various sssnplesults for the area of the pit are
very successful. More problematic is the area eftthnsition ring, where the roughness of
the sample surface is high.

First, we decided to compare results of approxiomathe sample with 100 laser
pulses engraved into steel by the smooth surfacergied according to the method
described in Section 3.4 with the real engravedpdaniResults of this comparison can be
seen in Fig. 57. Black curves represent crossesecdtliefs of the real sample, gray curves
show the smooth generated sample surface. Croserse the horizontal direction are
shown in Fig. 57a-c; vertical cross-sections can seen in Fig. 57d-f. The first
cross-section from each triplet represents the lmidbithe pulse in the given direction, the
others move more to the margin of the pulse.

a) d)
b) e)
M_f\ j\ﬁ
c) f)

W .\

Fig. 57: Approximation of sample with 100 lasergad engraved into steel by
the smooth surface — cross-section reliefes.

To compare the results in 3D view, see Fig. 58. dhginal samples are placed in
the top row and the smooth surfaces generateddingaio the parametric description are
shown in the bottom row. For the comparison, sampleh 10 (Fig. 58a), 50 (Fig. 58b),
and 100 pulses (Fig. 58c) engraved into steel whosen. All samples are watched from
the same distance and direction.

In the following case (see Fig. 59), the same sanagl in the previous case was
approximated by the smooth surface and then aHiplesartificial defects were generated.
The roughness of the surface was added by thenRwesise function, the increase of the
transition ring surface lifelikeness was reachedéyerating the concentric waves.

To compare the real and artificially generated dam)pwe have used methods
described in Section 8.1. These evaluating methsiasy the basic similarities and
differences of both samples in the form of overlaidss-section curves and as the 3D
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views on all samples. The rate of samples simylasitexpressed as the mean square error
value.

a) b) c)

Fig. 58: 3D views at the original samples (top ramd smooth surfaces
approximating the samples (bottom row) of a) 105®) c) 100 pulses engraved
into steel.

First, we can compare the original and the newlyegated sample in their cross-
section curves. Black curves represent cross-sectlefes of the real sample and gray
curves show the generated sample surface. Croserse the horizontal direction are
shown in Fig. 59a-c; vertical cross-sections caisden in Fig. 59d-f. The positions of the
cross-sections in the sample are the same as preél@us example.

a) d)
b) e)
c) f)

NN e S S lS W U e WS

Fig. 59: Complete approximation of sample with 1&@%er pulses engraved into
steel — cross-section reliefes. Black curves regresross-section reliefes of the
real sample and gray curves show the generated lsasnpface.
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To compare the final results in 3D view, see Fi@. Bhe top row shows the same
samples those were described in Fig. 58. The campldly artificially generated samples
can be seen in the bottom row. For the comparisamples with 10, 50, and 100 pulses
engraved into steel were used again.

Results seem well and so we can try to evaluaten the a different way. The
similarity of both samples is numerically expresssdthe mean square error (MSE) and
the results are also shown in Fig. 60. As outlime&ection 8.1.1 (where also the way of
computing the MSE is explained), values calculdtedur testing samples, especially the
samples in the column a) and c), correspond toabdts of similar samples comparison.

a) b) ©)

R y

MSE = 0.871 MSE = 2.269 MSE = 0.945

Fig. 60: 3D views at the original samples, smoattfaces approximating the
samples and generated samples of a) 10; b) 500@)pLilses engraved into
steel.
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5 Automatic Pulse Detection

Pulse detection should be used several times duhiegprocess of the laser-engraved
samples simulation.

The main task of the detection is to define tha afethe material surface, which was
affected by the laser beam during the engravinggs®, as exactly as possible. It is used
both during the data preprocessing and parametierizand during the process of result
verification, where two samples are compared. le tlata preprocessing phase, the
detection has one more task — to detect one veamhone horizontal cross-section those
could be used for the pulse basic shape paramatienzdescribed in Section 3.3).

Pulse detection can be done manually, but if wetwanse it as a part of the whole
process, the manual usage slows it down and prewrtbmation of data preprocessing.
So, for speedup and simplification of the wholeparation process, the system has to be
maximal self-sufficient. But the precision and aeay has to be preserved as well with
the process automation.

The main problem during the process of automatteadi®n is the basic material
surface roughness. As mentioned above and as casedpealso in Fig. 61, the surface of
some materials is quite smooth (such as the sudbsteel in Fig. 61a). Another situation
comes in the case of cermet (Fig. 61b), where dtlghmess on the material surface is
more noticeable. Moreover, on the surface of soratenals, local defects can also appear.
Such defects do not need to be visible on the mahwirface by a naked eye, but because
of the high resolution of real sample scanningy taee included in the description of the
sample and they are the source of problems duhagatitomatic pulse detection. Local
defect roughness can be seen in Fig. 61a on thedef the sample.

a)

Fig. 61: a) Surface of steel with relatively smostitface; local defect can bee
seen on the top side of the sample; b) surfacerohet sample with globally
higher roughness of the surface.
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The user is able to distinguish roughness or defiecthe material during the manual
pulse detection well, but for the automatic metitad very difficult to differentiate these
inaccuracies from the outer border of the pulsesigded methods (described in Section
5.2) for the pulse detection have to be preciseigin®o give the best results. To get quick
and reliable method, we have to create a new metasined right for this task. To detect
the pulse area, some methods need to find a gigbimt at first, and then, from this
position to search borders of the detected areaofiier methods use different approach.

5.1 Starting Point Computation

The starting point is a position of the surface gl@nfrom which the algorithm detecting
the heat affected area of the sample should gtaptoper starting point is placed in the
area of pulse that should be detected. The staptirg can be used also for the detection
of the cross-section lines position. This usagstaiting point is outlined in Section 5.3.1.

To demonstrate the usability of both methods fartstg point detection, we decided
to show results on the same set of samples thasad for testing the automatic pulse
detection methods. These samples and reasons dorsiection are introduced in the
beginning of Chapter 6.

5.1.1 Minimal Height Position

This method searches positions of minimal heighthe sample surface. During the

engraving process, laser beam engraves severaspul® the material surface and so, in
the place of laser beam impact, some material vaggrThe height of the sample surface
decreases in this area. That is why, a point with minimal height is supposed to be
placed in the area of the engraved pulse that dhbeldetected. In an ideal case, the
minimal value of the sample surface will be foundthe centre of the pulse pit. But the

reality is not optimal, and so the starting poiasition would be most probably computed

somehow shifted. Results of this approach are showig. 62.

a)

-- l‘;v\ﬁ%.\‘
) f) 9) h)
_ , ¥ ' >
Fig. 62: Results of the starting point detectiortlas sample surface minimum
value.

D
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As can be seen in computed examples, this mettiathsegood results for samples
with the typical shape of the heat affected ardss €an be seen on samples engraved into
steel in Fig. 62e-h. The shape of samples engraved cermet (Fig. 62a-d) is very
irregular and the minimal value is placed very oftearly at the outer border of the pulse.

5.1.2 Centre of Mass Position

Another way how to get the starting point for auétio pulse detection is finding the
position of centre of mass in the sample. The tahg@ocedure of the center of mass
computation has to be adapted for the sample repi@son. The basic equation for
calculating the center of massof a system of particles is defined as the averdgbe
particle positions;, weighted by their masses (Equation 5.1).

> m.x (5.1)

T Ym

Let us label the point of the sample fas f[x, y]. Because the whole sample is
represented by positive values (the values reptiegethe material level in the sample are
given by the height of the material sample intockhihe sample was engraved), we could
definem; = f;. The simplified cross-section curve of the sangde be seen in Fig. 63a.
The result is shown in Fig. 64a. If the pulse doefstake the majority space of the sample
and the pulse is not placed in the centre of thepss the rest of the surface overbalances
the pulse area and the centre of mass is moved tliengentre of the pulse partly to the
side of plain surface (as in the case shown iné4g).

a) b) c)

—

o~ ——
| \/ ’ |
Fig. 63: Simplified cross-sections of the samplalirthree phases of

computation; a) the original sample; b) the sitaatiafter shifting material
surface to the zero level; ¢) the sample after mpgibn of power function.

That is why it is necessary to shift the whole skmp a vertical way so that the
material level would be represented as zero vaae Fig. 63b). After this shifting, some
parts of the sample are represented by negativesabuch sample cannot be used for the
center of mass computation and so the negativeesahave to be converted to positive
ones. That can be done by using power function ewtim and positive exponent. To stress
values of the pulse from small values in the neighbod of the zero level, we have
decided to use exponent of 4 (Fig. 63c). Finaly/wreights for center of mass computation
are defined as in the equation (5.2), whaagerialLevelrepresents the height of the basic
material. The result of such calculation can be sed-ig. 64b.

m =(f, - materialLevel)* (5.2)
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Fig. 64: The result of center of mass computatidth e weight a) e f;;
b) m = (f-basicLevelf.

This method returns the starting position whiclpliaced in the area of engraved
pulse and is affected by local material defect miaimal way. The results can be seen in

h)
VB

Fig. 65: Results of the starting point detectiorttas center of mass.

)

As can be seen, starting points for samples endrante steel (samples Fig. 65e-h)
are not detected as precisely as by the previotlsatieOn the other hand, the position of
starting point for samples engraved into cermej.(6ba-d) is detected more to the center
of the heat affected area. This feature is caugdtidsensitivity of the computation to the
height irregularity of the shape. It means thateesdly the irregular height of the
transition ring can cause shifting of the positadrthe computed point.

5.2 Methods of Pulse Area Detection

Methods described in this section should be usedhi® most precise detection of the
processed sample heat affected area. As resutisngbutation we get values representing
the position and dimension of the heat affecte@.at®me methods start from one point
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computed as a starting point, the others use cdetplaifferent approach. Several
methods described in the following sections are déscribed in [H4j08c].

5.2.1 Clipping Method

This detection algorithm goes from unmodified sampurface. The procedure is in a
simplified way shown in Fig. 66. The algorithm cstart from point computed according
to any algorithm described in Section 5.1. Fronpdsition, columns of the height map to
the left and to the right side are inspected aediight difference of points in each single
column (it means the difference between the maxamdl minimal value in the column) is
computed. If the value does not exceed given heigiitt an inspection in the direction is
finished and columns behind these left and rightdérs are clipped. After clipping the
columns on the left and right side of the heatcéfé area, the same process of border
searching is started for rows. From the positionthef starting point, the method goes
throw rows and looks for the first line above anmler the pulse for which the height
difference is lower then the value of given heiglifterence limit. Horizontal borders
(showed as horizontal lines) are appointed, theratbws are clipped.

Fig. 66: Borders determined during the algorithmpoise detection. White cross
represents the starting point.

There is a question, how to gain the value of défiee height limit. If we do not
want to set the constant manually, we have to egptbe sample automatically, for
example during its loading into the system. We sa#ppose that the borders of the sample
are not modified during the laser engraving andtlkey represent the original material
surface. The difference constant can be, for thets@mples computed for example as the
minimal height difference of several border colunengows. But this approach may not
work well if the used border of the sample is daethy any local defect of the material.
In such case, the difference constant is compuatedig.

5.2.2 Spiral Method

If we are able to find the starting point reliablye can try to use another approach to
determine the borders of the pulse. We can statharstarting point and then inspect the
surroundings up to find the basic level of the mate
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In the ideal case, the pulse has a circular oflgseidal shape and the starting point
is placed exactly in the centre of the pulse. Reshspulse we can find the bounding
rectangle simply. If we put through the startingnpdwo lines parallel with axig andy
(as can be seen in Fig. 67a), we can make crofisiseof the sample along these lines
(the vertical and the horizontal one). The crosgise curve is in an ideal case more
diverted in the area of the pulse than in the phithe unengraved material. That is why we
can determine two points of the curve, where tHeepfinishes and to define borders there
(Fig. 67b).

a) b)

Fig. 67: a) Sample with nearly circular shape, bngarallel with axis x and y
going through the starting point; b) cross-sectmmve with defined borders.

Searching for the border values starts at the p@ggrand at the end of the curve and
continues in the direction to the starting pointsf: we are in the area of unengraved
material and so values of the curve do not diffemf the average material height a lot.
When the values start to differ more, we have fotimel border of the pulse. By this
approach we get left and right border of the pfilem the horizontal cross-section curve
and the top and bottom border from the verticassreection curve.

In the real cases the method described above isufiitient, because the shape of
the heat affected area is mostly irregular. If $hape of the pulse is irregular, the starting
point is shifted from the middle of the pulse. Movrer, the irregularity of the pulse from
the top view deflects the borders (as in Fig. @8)is the reason why the previous
procedure gives only a rectangle that borders agéahe pulse. However, we can use its
result as a starting state for the next processing.

Fig. 68: Asymmetrical pulse shape with the deteatea bordered by the
dashed rectangle.

The final borders are searched in a spiral waybAtders are periodically tested if it
Is possible to move them for one row or one coldanther from the starting point. In each
step for each single border (left, bottom, rightl aop), the height difference between the
minimal and the maximal value in the shifted positis computed and compared with the
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difference limit for the processed sample. Theeddhce is computed only in the interval
of existing borders, e.g., if we test the left lmrdve move one column left and compute
the height difference in the interval between toywl dottom border. The sequence of
borders is preserved through the whole computdttameans borders are rotating during
the algorithm). If any border can not be moved; iised no more in the next steps.

5.2.3 Statistical Method

To get other alternatives in the automatic detegtmcess, we were searching for various
approaches to find the most reliable method foeat&in of the heat affected area in any
sample. That is why we have decided to try usiagjstics. We can try to compute any
statistical qualities of the sample surface andttlize this knowledge for the pulse area
recognition. This approach is also described inQbid.

The whole sample height map can be divided intaelgelar rectangular grid and for
each cell of the grid, a representing value cacdreputed. By this operation, we get the
simplification of the height map representationt tt@n be further processed. We have to
solve two basic problems — determining size ofdtaistical grid cell and computing the
cell representing value. Both topics will be dism in the following description together
with its influence on the computed results.

The size of the statistical grid cell is bordereshi the top by the number of values
representing the processed sample. In this casayhible sample would be represented as
one cell. From this representation, we would propget no beneficial results, because it
would cause an oversimplification of the samplee Tell size is bordered also from the
bottom; the smallest cell would have the size & beight map representing value (pixel
of the grayscale image). Also this case is notpituger one, because we do not get any
simplification, as each value of the sample herghp would be computed separately. That
is why we have to find a suitable value to be @blget the appropriate information about
the part of the sample and not to simplify it toaahn. In Fig. 69a, the sample divided into
a too large cells is shown, in Fig. 69b, cells ltd statistical grid are too small, Fig. 69¢
shows the optimal choice of the cell size.

c)

Fig. 69: Sample with statistical grid with differtecell size, which is: a) to large;
b) too small; c) optimal.

The second problem to be solved is the computabbwvalue representing the
statistical grid cell. We have tested three diffieralternatives. All of them are shown on
two samples engraved into both tested materialghdreft column (samples a), all three
approaches are tested on the sample engravedeelasd results for the sample engraved
into cermet are shown in the right column (sampledn the first case (Fig. 70), we have
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computed the difference between the minimal andrtagimal value of the height map in
each cell. Second (Fig. 71), the median of eadhnae calculated. The third method (Fig.
72) uses the average height value of the cell. liireate irregularities of the surface,
values are truncated to integers. In each cellhofve figures, the computed values are
shown, to get a better imagination about the resflthe used approaches.

The first used method computes the difference batviiee minimal and the maximal
value of the height map in each cell. If we exploetues of the grid of the smoother
material in Fig. 70a, we can see that for the laffacted area of the pulse the computed
values in the grid are not zero, while the basitenia level of the sample is represented
by the zero difference. Non-zero values appear ialsaces with any larger local defect
(an example can be found in the top right parthef $ample). The situation for the other
sample with the rougher material surface (Fig. 49) little bit worse, but still acceptable.
The values representing the border of the tramsitiog are bigger by an order of
magnitude than the values representing the badieriala The difference could be further
made bigger by for example raising the resultsti@her power.

Blalahhhlalahlzlhlzlzfz]z
13154200147 32 (33 i il ff2 |2
13131001 alzlz2la kb 22
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Fig. 70: Samples engraved into a) steel and b) egrfor each grid cell, its
representing value is computed as a difference@htinimal and maximal
height in the cell.

In the second case, we have computed a mediarclfced. Local defects are in this
case, in comparison with the previous approach,entmvered. On the other hand,
irregularities of the grid can be found e.g. in tog left corner of Fig. 71a. They are
caused most probably by the global height irregiylaf the used sample. For the second
sample (Fig. 71b) this approach is completely ublesa/Vhile the height differences have
differentiated the basic surface from the heatcidie area well, values of medians cannot
give any kind of information we need to get abdw surface. This approach seems not to
have any use for our purpose.

As can be seen in Fig. 72, results for the lashotetire very similar to the results of
the second one. Neither median, nor the average \agilthe cell seems to get any results
usable for the differentiation of the pulse arearfrthe basic material. That is why we will
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further use the difference of minimal and maximeight in the statistical grid cell as the
representing value of the cell for our future comagions.

Fig. 71: Samples engraved into a) steel and b) egrfor each grid cell, its
representing value is computed as a median ofé¢lie c

a) b)
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1 74848
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Fig. 72: Samples engraved into a) steel and b) e&rfor each grid cell, its
representing value is computed as an average heigie cell.

Now, to detect the pulse area, we have do decidehwlalues of the statistical grid
should be included as representing the pulse angthwkhould not. If the value
representing the pulse area and basic materiabeatstinguished well (as shown in Fig.
70), we can use, for example, thresholding for pligpose. All values under the threshold
are masked as zero (not a pulse) and the others #lre mask indicated by the value of 1.
After this step, we are in the situation shown ig. 3. Cells marked as pulse (with the
value of 1 in the mask) are highlighted with théoco
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Fig. 73: Both samples described in the previousgla with the highlighted
mask computed over the statistical grid.

As shown, not only area of the pulse is highlightaimetimes. The grid cell
representing value is computed as the differenceiafmal and maximal height in the
cell. If there is any local defect on the matesatface, the value of the difference is
computed higher than for a basic material and #flecan be simple thresholded as an area
of the pulse. Because we want to detect the héattafl area as exactly as possible, we
have to remove local defects and other irreguéitiVe can suppose that the heat affected
area is the largest continuous area marked in theknwith the value of 1. And so, we
should provide the segmentation of the result. &eri methods of segmentation are
described, e.g., in [Sonka07] or [Achry05]. Imagegreentation is the process of
partitioning a digital image into multiple segmenisets of pixels). For the image
segmentation, various methods can be used, eugstedhg methods, histogram-based
methods, region growing methods, and many others.

The best fitting algorithm for our purpose seembéddhe algorithm of binary image
segmentation described, e.g., in [Haral92] or [Bigpnamely the connected component
labeling. There are a number of different algorishfior this method, for example a
recursive labeling algorithm or a row-by-row algbom. We have decided to use a
modified row-by-row labeling algorithm. During thisocess, each separate segment of the
image (in our case each separate object in the)nskbeled with the consecutive natural
number. The biggest number determines the numbeidentified segments. This
segmentation algorithm is a sequential processh#¥e to go through the image (mask)
row by row and process each single pixel (cell¥ thkanarked as object (in our case the
value of the processed mask cell has to be 1)ofirs pixels (cells) are ignored, because
they belong to the background.

The algorithm makes two passes over the mask. én fitst one, each cell
representing the object area is labeled with atipesinteger according to its neighbors.
Cells are processed from the top left corner akangs, it means that as neighbouring cell
only such on the left or top border of the procdsssl are taken into account, because the
others will be processed later and so they aradyraot labeled.

During the labeling process we can reach one oéethsituations. If in the
neighborhood of the processed cell no labeledisdtiund, it is labeled as a new segment
(as in Fig. 74a). If any neighboring cell or bo#lls neighboring with the processed cell
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are labeled with the same number, also the prodesskis labeled with the same integer
(Fig. 74b). The last case is the most complicatezl & more neighboring cells are labeled
with different numbers (as shown in Fig. 74c), precessed cell is labeled with the

biggest of them and the collision has to be remstento a local equivalence table.

Processed cells for the each single of three destrcases are highlighted in examples
shown in Fig. 74.

a) b) c)
111 111 1
1 2|2|2 1 2]12|2 212 1[1
31313 |4]4
3131313 3[(3[3]3 5[5(5|5|5|5]|58|5
3[{3[3 3[{3(3
6|6|6[6

Fig. 74: Mask cells labeled with the natural numbaccording to the top and
left neighboring cells: a) no labeled cell yet;de or both cells labeled with the
same number; ¢) each cell labeled with anothergete

Finally, the whole mask (in the original algoriththe whole image) has to be
processed once more to solve collisions. Each bljas to be represented only by one
positive integer. During the second pass, objaetsedabeled according to the equivalence
table so that the same number is used to repredgadits with colliding numbers. If we
want to prevent the sequence of natural numbershave to recompute the majority of
objects. In this case, the maximal number detersnihe number of objects. An example
can be seen in Fig. 75b. For our purpose, it ificsemt to unite colors for each single
object and so, we can mark all cells of the samecblwvith the maximal value as shown in
Fig. 75a. In both cases, the relabeled cells agklighted. The same mask as in Fig. 74c
was used.

a) b)
5 1
515 5|5 1(1 111
5|5|5| [5]5 1{1[1 111
5|5|5|5[5|5]|5]5 11{111]11}1{1[1
6]6[6[6 212|122

Fig. 75: The situation after final processing, waeells of each object are
labeled with the same natural number: a) the makialue; b) numbers
recomputed for all objects to prevent the numbetgience.

Finally, we get the largest labeled area (the angta the highest number of cells of
the mask) that is declared as a pulse. The othectshdetected by the segmentation are
ignored and for the only segment remaining in thaskn the bordering rectangle is
computed. Results of the automatic pulse detedtjothe statistical method can be found
in Section 6.1.3.
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A very important part of this algorithm is the cet choice of the statistical grid cell
size. In Fig. 76, two different cell sizes are usilli colored cells are in the mask marked
as 1, the turquoise cells are detected as a pliteeviolet cells are ignored after the mask
coloring. In the first case, the grid cells are la@e and a local defect is included into the
detected pulse area. The cell size in Fig. 76keisrchined better.

b)

Fig. 76: Mask computed above the statistical grithwhe sizes of cell that was
determined a) incorrectly; b) optimally.

As can be seen in Fig. 77, incorrectly determingldev of the grid size can also cause
separation of the area representing the pulse. thallargest part is labeled as a pulse, and
so the whole pulse is not detected correctly. Teesthis problem, we can compute more
masks for different sizes of statistical grid cafild search the final pulse area in their
intersection.

Fig. 77: An example of wrong pulse area detectiecduse of discontinuous
mask.

5.2.4 Image Processing Methods Application

Methods for pulse detection described above us#asiprinciples (especially computation
of height differences) and so they face the sinplablems. So we have decided to try to
test another approaches. One of the tested alteraabre methods used for image
processing and recognition such as thresholdirgi@m, dilatation, edge detection, pattern
recognition, various types of image filtration gtdlav93], [Hlav01], [KletteO4] or various
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sequential operations in image processing [Rosen®Bthods could be used in
combination with different variants of resamplirgetimage. The main problem of these
methods is the automation of setting the detegirogess parameters.

So far we have tested two approaches. The firstugae thresholding together with
image resampling and compression. In Fig. 78, éselts of thresholding applied on the
sample with 60 pulses engraved into the same poiotcermet are shown. First, the
original image was thresholded by two thresholdsth® image was converted into three
colors: white for points above the material surfagay for the material itself and black for
points under the material basic level. Fig. 78ddvs the same sample modified by the
maximal JPEG compression [Blell01] before and afiteesholding. The compression is
used to remove high frequencies, which causes rasgghof the material and the discrete
cosine transformation used by the compression easbat.

Fig. 78: a) Original sample — 60 pulses engrave icermet; b) the sample
thresholded by two thresholds; c) the original séempsampled by the JPEG
compression; d) the resampled image after applcatf two thresholds.

The second way for automatic pulse detection uliegimage processing methods
might be the methods using any kind of filtratiom the combination with isolines
searching. This approach has resulted from our exabpn with the Department of
Mathematics, which was mentioned in Section 1.4stFihe surface of the material had to
be filtered. For the filtration, the fast Fourieansform [Brigh88], [Hogg06], [Rich06] can
be used. After the filtration, the surface of thatemial is smoothed out. In Fig. 79, the
original and filtered sample can be seen. The snaobtmage is clipped because of the
filtration.

After the smoothing the surface we start searcigotines. They are created by the
values tightly above and under the basic mategaéll which are connected into the
continuous curve. Finally, the isolines are smoodtbet. An example can be seen in Fig.
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80. The blue line shows the isoline tightly undee tbasic material level, the red one
represents the isoline above the unengraved mlasenitace. In Fig. 80a, isolines in the
smoothed image are shown, in Fig. 80b, isolinestramsferred into the original image.
Our current results of these methods can be fourgkction 6.1.4.

a) b)

Fig. 79: Images representing the sample surfaceha)original one; b) image
after the filtration.

a) b)

Fig. 80: a) The smoothed and b) the original imaggsesenting the sample
surface with computed isolines.

5.3 Methods for Cross-Sections Detection

In Section 3.4, the algorithm for the pulse basiape approximation is described. This
algorithm comes out from the shapes of the vertécad horizontal cross-section relief
curve. To parameterize the pulse shape as exastlpoasible, cross-sections in the
broadest parts of the pulse in the vertical andzbatal direction that are going throw the
middle of the pulse pit center should be used.

The position of cross-section line determining tbe or the column of the sample,
which is visualized as the relief curve, can be setnually. But this approach is
inappropriate for the automatic sample parameteéoizaThat is why we have to find some
proper algorithm to find the cross-section linesipons.

5.3.1 Starting Point Method's

We can search for the inspiration in methods faomatic pulse detection. Especially, we
can concentrate on algorithms for the starting fpegarching. Two alternatives were
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described — position of the minimal height in theqessed sample surface and computing
the centre of mass of the sample. Both methodssfarting point computation are
described in Section 5.1. We can use these conut@pproaches and use the results as
the cross-section lines positions.

5.3.2 Detected Area Center Method

Algorithms for automatic pulse detection work watld so we can try to use them for
detection of cross-section positions for sampleésere the previous methods do not give
optimal results.

We can determine the cross-section lines positotha centre of the detected area.
This approach uses the precondition of sufficiemdlgular shape of the pulse and exact
pulse area detection. Then, the middle of the ppisas placed in the middle of the
detected area. Results of this approach are odtim8ection 6.2.
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6 Results of Automatic Pulse
Detection

6.1 Pulse Area Detection

In this section, results from each method are shamehdescribed and problematic samples
are discussed. For the pulse detection, variouplesnengraved into steel and cermet were
used to test the stability of the algorithms witspect to the roughness of different
materials and irregularity of the pulses shape.

In the previous sections, several methods for pdétection were described. They
differ in precision and reliability. Some of thenere implemented in our system and some
methods were so far tested in Wolfram Mathematipa®IfOnl]. All methods were tested
on the same samples which were chosen because aipanific feature. The task of the
algorithm was to detect the pulse in the most geday.

Tested samples are shown in Fig. 81. Some of theneragraved into cermet (Fig.
8la-d), where the high roughness of the materfllénces the detection process and some
are engraved into steel (Fig. 81f-h) which has mantoother surface. Samples with
various numbers of laser pulses engraved into omg pf the material were chosen. Into
the testing set we have included samples with Z02and 100 laser pulses engraved into
cermet and samples with 1, 10, 50 and 100 lasesepugngraved into steel. All samples
except the first one were measured with the sarake.sSurfaces of several samples are
influenced by the local defects in the material ahdpes of pulses are in some cases more
and in some less asymmetric. An areal local defactbe recognized in the surface of the
sample in Fig. 8le. It influence both the surfaéeghe heat affected area and also its
surrounding. Another local defect affecting thesané pulse that should be detected can be
found in Fig. 81h. These types of local defectedffthe detection together with the
roughness of the sample surface most. In Fig. &idther type of local defect is shown.
This defect does not influence the results of detealgorithms. The samples are in the
following text for the simplification labeled bytters A-H.

As can be seen in the following sections, sevaalpdes can be well detected with
the majority of methods. On the other hand, thera iset of samples problematically
detectable by all methods. To describe the categbonproblematic samples is not very
complicated. Such pulses are well bordered, noctiefeccur on the material surface and
the roughness of the material is minor.
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Fig. 81: Samples used for testing pulse detectigardhms (material of the
samples: a-d cermet, e-h steel). a) 1 pulse medsaremaller zoom; b) 2 pulses
where the area of pulse is not strictly bounded]@)ulses and d) 100 pulses
with the non-symmetric shape of the pulse; e) &guiith the areal local defect
of the material surface; f) 10 pulses with the ladefect in which the global
height maximum is located; g) 50 pulses; h) 10Ggsiwith a defect in the area

of pulse.
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6.1.1 Clipping Method

A feature problematical for this method (as wellfasthe Spiral method) is determining
the height difference limit. The way of the minintaight difference computation from
several border columns or rows works quite welldamples without any areal local defect
in the material surface. But the areal defect adoine pulse can produce incorrect pulse
detection (as in Fig. 82e). Even other local dafeein influence the result as in the case of
Fig. 82h. The other samples are detected corrészly Fig. 82).

Fig. 82: Results of the pulse detection by thepatigp method.

6.1.2 Spiral Method

As can be seen in Fig. 83, the most pulses aretddteorrectly except for three samples.
The reasons for the inaccurate detections areitfierhaterial roughness and local defects.
The material of sample B is very rough and so,lbelering rectangle is computed too
wide (see Fig. 83b). Also samples E and H are tidlancorrectly as in the previous case.

a)

Fig. 83: Results of the pulse detection by theaspirethod.
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6.1.3 Statistical Method

As described in Section 5.2.3 and as can be seeRign 84, the most important
precondition for the correct detection of the haftcted area is the optimal choice of the
statistical grid cell size. If it is used too lar@eg. 84a) or too small (Fig. 84c), the pulse is
not detected well. On the other hand, the optine&ction of its value can provide the
correct detection even in the case of the probliensample A. The right choice of the grid
cell size is discussed at the end of this section.

a) b)

Fig. 84: Results of the statistical method detettigth changing the statistical
grid cell size that is a) too large; b) optimal; iwo small.

We have also tested this method on our set ohtgsaamples. Results can be seen in
Fig. 85. The optimal size of statistical grid agllanges according to used material and also
in dependence on the precision that was used dthiengeal sample measurement. During
our tests, we were looking for the optimal cellesexperimentally. For sample A the size
had to be decreased to detect changes on theve®yasimall area of the pulse. The other
samples were measured with the same resolutionsaride optimal size differs only in
dependence on the used material. Our tests shawah#he rougher material, such as
cermet (Fig. 85b-d), the grid cell size has to btednined smaller than for the smoother
material, such as steel (Fig. 85e-h). For all mgstsamples engraved with the same
precision into the same material (B-D and E-H),dame size of the grid size was used.

Fig. 85: Results of the pulse detection by thastieal method.
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All testing samples were, unlike the previously atéed methods, detected
correctly. So, this method seems to be the right. waspite of that, also this method has
some problems to be solved if the detection shdaddprovided automatically. As
described in Section 5.2.3, the method is, thaok#hé¢ usage of statistical grid, able to
distinguish the heat affected area from the orighwsic surface. From Fig. 70b, it is
obvious, that the basic material does not haveeteepresented by the value of 0. Because
the values representing the original material s@rfdo not differ a lot, we just have to
explore representing values of cells on the boaddhe statistical grid and to determine
the value of the basic material level.

The second problem is the choice of the grid cek.sAs shown on our testing
samples, the size can be experimentally precompiteel precomputed value should be
determined particularly according to the most peatdtic samples. For the testing samples
engraved into steel, the size was found for thepgar& first, and than used without any
changes for the other samples. If the method ofgti cell size precomputation is not
sufficient, several masks for different cell sizesuld be computed and the results
intersected to detect the pulse area best.

6.1.4 Image Processing Methods Application

Another method tested as a possibility for the @ulstection is thresholding. In Fig. 86,
the results of thresholding by two thresholds &@as. All samples have been processed
manually, to get the best results. As can be s#es, method is not appropriate for
materials with very rough material (such as cermBhjs was the main reason, why we
decided not to use this approach for our futureaes.

Fig. 86: Results of the manually thresholding by threshes.

The other approach using image processing meth®eddtration of the sample
surface together with isoline searching. For spepdp the testing process we have
decided to test the method in the Wolfram Matheca&i [WolfOnl] computational
environment. Thereafter, we were able to apply giiedd functions of the Mathematica
system to form the algorithm.
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The successfulness of the algorithm depends orraesenditions. One important
standpoint is the choice of parameters (the sizbefilter mask or the difference between
the basic material level and the level of eachlsimgpline). The sample surface itself also
plays a significant role. Very important is the gigi symmetry of the pulse, especially its
outer border.

The size of the filter and the value of differenadich gives the level of the isoline
above and under the basic material level, haveetddtermined. The filter size has to be
set to smooth the roughness of the material watlnbt to smooth out the whole pulse too
much. In Fig. 87 the results of using differenesi filter masks are shown. Sample B was
used because of its high material roughness. In&g, the mask is too small, in Fig. 87b
it is quite optimal and in Fig. 87c it is too largad in the filtered image, hardly anything
can be detected.

<)

Fig. 87: The results of using different size défilmasks for filtration the sample
B: a) too small filter mask, b) optimal filter mas too large filter mask.

If the material is melted around the pulse pitgriarly, the filtration is affected by
the height difference of the material surface dm@upper isoline is not found completely.
Moreover, the filtration clips the image by theesaf the filtration mask. Because the area
of the laser-engraved pulse takes the majorityhef $ample related especially to the
sample height, the isolines are not computed ferupper and bottom part of the pulse
very often. This problem could be solved by theivittial adaptation of the sample
surface filtration.

After the filtration the isolines are searched. f®w important parameter for this
method is the difference between the basic matlval and the level of isoline. In Fig.
88, the same filter size (the optimal one) was uedthe sample G. The difference
between the basic material level and the levekoline was increasing. In Fig. 88a, the
isoline was found directly on the basic materiakle The result looks well, but there is a
space between the isoline and the outer borddreoptilse. In Fig. 88b, the difference was
increased (the isolines were searched a littlenioite above and under the basic material
level). The isoline was founded more tightly to {hase. Finally, if the difference was
increased more again, in Fig. 88c, the upper isabnseparated into several parts which
border the highest places in the pulse.

As mentioned, this method seems to give good ieshilit its main problem is a
complicated automatic parameters setting. As caselea in Fig. 89, for this method the
pulse detection of samples B (Fig. 6b) and E (B®). is problematic. Moreover, many
other samples were detected incorrectly, when therpeters were not individually
adapted. The detected areas are discontinuous heydbibrder only parts of the heat
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affected area. On the other hand, if we bordemsslwith a rectangle, the detection of the
majority samples gives good results.

a)

Fig. 88: Results of isoline searching with the sditter, the difference between
the basic material level and the level of isolimes changing. a) isoline directly
on the basic material level, b-c) increasing vatdfigifference.

Fig. 89: Results of the pulse detection by thansslsearching.

Unfortunately, this method is also very slow espkgibecause of the sample surface
filtration. The speed has been partly increasetebgimpling the original sample to the size
400x300 pixels, but it is still not optimal. Thexnespeeding-up of the computation could
be reached for example by the decreasing the esshape accuracy.

Although the approach of surface smoothing andrisslsearching is not the optimal
solution yet, it gives us another point of viewtbe sample and its processing. Except the
automatic pulse detection, this method seems t@ lgpod way to get more detailed
description of the sample which would enable to jgota better statistics over the sample
or to compare them from the different point of vidw this approach also linear and non-
linear filtering described, e.g., in [NishiO6] oMitra0l] could be used. This could be
investigated in the future research.
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6.2 Cross-Sections Detection

As can be seen in Fig. 62 and Fig. 65, if we pub times through the starting point
computed by methods describe in Sections 5.1.1 mahd®, we can get vertical and
horizontal cross-sections. For each material, difiemethod gives best results.

In the case of samples engraved into steel, winergpailse shape is more similar to
the ideal pulse shape, the center of pulse pitesponds to the minimal height value
position. The starting point position is the righbsition for the cross-section curves
extraction. If we want to compute the center of sni@s this sample, the local defects on
the transition ring cause shifting the startingnpdiom the optimal position.

Samples engraved into cermet have mostly moreulaeghape, but on the other
hand, the surface heights are not affected by Ide&dct a lot as in the case of samples
engraved into steel. For this reason, the methodht® centre of mass computation gives
for samples engraved into cermet better, but umhately still not optimal results.

The last method for cross-section position deteasadescribed in Section 5.3.2. For
the heat affected area detection, the slipping atktiescribed in Section 5.2.1 was used to
show dependence of the result on the detection adesiccessfulness. Results of this
approach are shown in Fig. 90. For all samplese@ixior the sample E and partly sample
H, positions for cross-section lines were detectesll. The results could be further
improved by using a better detection algorithm Iisas the statistical method described in
Section 5.2.3).

Fig. 90: Results of the cross-section position clate.

For highlighting the difference, samples B (Fig) @hd F (Fig. 92) are compared.
Cross-section lines are interleaved through thatpaletected as minimums (a), through
the centre of mass (b) and through the centertetctkr area (c).

If we use a reliable method for the heat affectexh aletection, the best approach of
determination the cross-section lines positiorhesdetected area center method described
in Section 5.3.2. It is independent of the usedenmtand so it can be used generally. If
we need to process only samples engraved into peefed material, we can choose
another approach suitable in particular for thigemal. As an example, we can bring the
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minimal height computation method (5.1.1) and usagés results as a cross-section lines
position for samples engraved into steel.

Fig. 91: The cross-section lines positions compateas a) the minimal height;

b) a centre of mass; c) a centre of detected parea for sample B.
b) c)

Fig. 92: The cross-section lines positions compakeas a) the minimal height;
b) a centre of mass; c) a centre of detected parsa for sample F.
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7 Experimental Verification by the
Simulation Tool

Reasons which lead us to create the simulationoatined in Section 2.2.2, possible
approaches in general are discussed in Sectio. Zxvelopment of approaches and
concrete techniques and methods which could befosélde simulation is described in the
following sections. Although the simulation its@is not the main aim of this thesis, we
had to test all the designed methods describedhapters 3 and 5 and so we have prepared
an exploration and simulation tool. Its main funo8 are summarized in detail in Chapter
9. Both simulation techniques outlined in the fallog sections are implemented into the
tool. These simulation models are simplified in pamson to the complete simulation
described in Section 1.1, but for all that they wghconvincingly, that the designed
algorithms work well.

As it was described in [H4j08a], originally, we leaplanned to use a simulation
technique based on the pulse extraction and ithdurprogressive application on the
surface of the sample. But as it was discussedapter 1, the simulation itself should not
be solved as a main part of this thesis and onlthoum®logy for the automatic heat area
detection and sample parameterization should bdl&a@nThat is why we were further not
interested in the simulation a lot and the desigsietllation method is not worked up
more in detail. Its main idea is summarized in Bect.1.

During the sample parameterization, several metfadthe laser-engraved samples
generation were designed. During testing these adstiwe have found out that our results
look very promisingly and realistically (for conteeresults, see Chapter 4). That is why
we are convinced of possible usage of this methodour future approach. Basic
suggestions of this technique are outlined in $acti.2. Possible future extensions of the
simulation method are described in Chapter 10.

/.1 Simulation Method Based on the Pulse Extraction

All the time, we have worked with real measurecaddn input data set is explored and
processed. Also this approach to the laser enggasimulation uses processed real data as
input.

In Section 5.2, methods for the heat affected aetaction are described. These
methods can be used also as a part of the simuleiput data preparation. If the area of
the pulse is detected, the bordered part of thepkaoan be selected, further recomputed
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and saved separately. We call this process a mxgaction. To enable simulation for
various materials and lasers, pulses are extrdated input data for each combination of
used material and laser setting that should be fasdte simulation.

The selected pulse has to be recomputed and saved groper format. As a
representation of the extracted pulse surface, hibight map seems to be optimal.
Moreover, the values describing the pulse surfaoeilg enable the pulse to be used for
the engraving simulation in the simplest way. Alteveral experiments, it seems to be a
good choice to represent the level of the matdryathe value of zero. All points of the
pulse height map have to be recomputed during mxdaction and saved as a difference
of the basic material value and their original heigt means that the final saved pulse
consists of positive and negative real values. Jdstive values represent material above
the basic material level, the negative values sprematerial that has vaporized during
the engraving process. An example of a pulse casebka in Fig. 93. The white color
represents basic material zero level, red partBeopulse are positive values and blue parts
represent negative values. The higher is the distafthe value from zero, the brighter is
the color. The format of the height map is exacug, but its disadvantage is constituted
by the amount of data which have to be saved foows pulses for different materials.

Fig. 93: A pulse representation — white color reggpts basic material zero
level, red parts of the pulse are positive valued blue parts represent negative
values.

The basic technique of simulation of samples enggais to place adequate pulses
gained from input data on the right place of thengraved material surface. The matrix of
the pulse height map is simply added to the henghp of the surface in a given point
during the simulation. Pulses can be placed algo each other to simulate engraving of a
different number of laser pulses engraved intorttaerial surface. As described above,
format of the pulse is designed for the simplestgesand so it can be directly applied on
the material surface. Negative values represemtiagemoved material in the pulse pit are
subtracted and positive values of the material lom transition ring are added to the
original surface (as can be seen in Fig. 94).

This simple technique is not able to catch the ghann results caused by changing
the quality of the material because of materialtihgaduring the repeated engraving into
one point on the material surface. These procemseslescribed in Section 2.1. That is
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why not only the real measured samples with oneaseg pulse, but also samples with
more laser pulses engraved into a single pointldHmiused and combined.

Fig. 94: Material surface before and after simutatiengraving of the selected
pulse.

Using various input samples leads to more realsiticulation. For example, if a
pulse with 10 pulses and subsequently a pulse Svjghilses is used for the simulation, it
corresponds more to the situation where the endrenagerial is heated after engraving of
10 laser pulses then it cools down and 5 laserepudse engraved. Of course, the real 15
laser pulses are engraved without any pause, Wuthé simulation, it can help us to
approximate the result better.

Let's assume a task of engraving a sample withasBrlpulses into a single point.
We can use real measured data for 1, 2, 5, 10 @rlds2r pulses and we have to choose
the best way to simulate the engraving procesdtrdere are many possibilities how to
combine the input data, e.g. 5 + 5 + 5, 10 + 5 er10. The order of pulse engraving is
important because the operation of adding pulsestsommutative. The simulation has
to accept it and to include it into its computaion

Described basics of simulation method do not de#h the problem of randomly
appearing local defects, it solves only the simaoiedf the heat affected area shape. It also
does not handle with the differences of similar gias and others features existing in the
real engraving process. They should be discussisl potential further development.

/.2 Simulation Based on the Sample Parameterization

The main idea of this approach has arisen as apsatiict of the methodology of pulse
parameterization and their further usage for thmepda surface artificial generation, which
was one of our main aims till now. Because all md#y which we have designed up to
now, are described in Sections 3.4 and 3.5, theegsoof sample generation will not be
described here in detail yet. We will just sum bp process shortly. We need to get the
real sample description as a set of parameterseldue gained from the real engraved and
measured samples in the process of sample pardraéter. From the parameters, the
smooth sample surface of the sample is generatedrding to the mathematically
described basic shape. To get a real appearartbe generated sample surface, we have
to modify the smooth surface with noise and otheifidally generated irregularities.
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After that, we get a new sample surface, a simaiabf the real one. Results of our
methods can be seen in Section 4.2,

This approach can be taken as the starting poirthe®whole simulation technique.
First, the simulation model has to be prepared fparameters of the real measured data
sets. Let us suppose that we are able to competedhameters for the real samples
automatically. As it was already mentioned in thevpus sections, we can also find the
trend of parameters in dependence on the numb@ulsks engraved into the sample
surface and on the material used for the engrasinmlation. We could improve our
methods and design some additional ones, whichbgilable to form a newly generated
sample surface from the set of parameters for aaiemal and any properly described
experiment. For all the sets of computed parameteran generate a new sample surface
and compare it with the real samples, which willdograved not as the input sample, but
just for the purpose of simulation verification.

After validation of the simulation model for pulsesgraved into a single point, we
can try to deal with engraving pulses next to eaitter and to search sample engraving
modifications for such areas of the sample surfat®re two or more pulse parts overlap
each other. If we are able to simulate the regbsiud several overlapping samples, we can
extend it to simulate engraving along any trajector, what is more, engraving a
continuous area, as it is shown in Fig. 10. Wesesarch for the right description also for
other (especially physical) experiments, so tha& $imulation could be used for the
purpose planned in the project, i.e., simulatioranfarbitrary described experiment. Of
course, all the processes should be fully autonzetitreliable before the simulation could
be used in the real technological process.
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8 System Verification and its
Results

To ensure correct function of the simulation systénmeeds to be verified. During the
verification, engraved samples are compared with risml ones. The real samples for
verification are gained by the same method as thestin Section 3.1. We can compare
and evaluate results one by one visually, but fhglieation has to enable evaluating
results automatically.

The manual evaluation is used for single samplbs. Selected sample is “engraved”
by the simulation and compared with another oneitheeally engraved into the material
and measured by the confocal microscope. Deperadirthe result of the comparison, the
simulation can be adjusted.

To test and evaluate the system in a more globglaN@oad range of samples has to
be simulated and compared. An automatic verificatsoused for speeding the process up.
In this phase, whole experiments designed for icatibn can be evaluated at once. For
each single case, several comparison parametersaan@uted and, based on these
parameters, the results can be marked as accurpteldematic. Problematic sample has
to be re-operated or the simulation can be furdldgusted to get better results.

Because always two samples are compared, the ldedcapproaches can be used
also for the comparison of two real samples to il their similarities and differences.
We can take advantage of this during the real sesnpkploration process. A question
arises, which parameters to use to represent tfezatice of both compared samples well
enough. Possible methods and approaches are asbsanitthe following sections. These
methods are also outlined in [Haj08d].

8.1 Samples Comparison

During the verification, two samples are comparkdthe beginning, we should discuss
possible variants of samples and location of tHeepin the sample. Pulses can be shifted
against each other, they can be scaled or theyhaae even a different shape. Several
basic possibilities are shown in Fig. 95 from the view and in Fig. 96 from the side view
as simplified cross-section curves. In both figutesfirst sample (a) is compared with the
others. The second compared sample can be, forpdeashifted (b), scaled (c) or can
differ from the first one in its shape (d). Of ceer all these differences can be combined
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together. We have to decide, which one of the sabedl pulses is more similar to the real
one and what pulse characteristics influence tfierdnce at most.

Now it is a good time to think about which of thesdribed modifications are the
most problematic. The most uncomplicated situatsom the case of vertical shift (Fig.
96b). Both samples can be aligned to the same thkighecomputing the surface of the
basic material into the same level. Solving of lioeizontal shift (Fig. 95b) is a little bit
more complicated, but it can be solved by sample=lapping, which is described in
Section 8.2. The problem of the scaled sample tyepun the sample has to be solved by
the simulation modification. The worst situationsas in the case, when pulses differ in
the shape as visible in Fig. 95d and Fig. 96d. Thidd be solved partly by changing the
input experiment used for the sample parameteozaand also by modifying the

simulation (or sample generation) itself.

Fig. 95: Possibilities how can a sample (a) diffiemm another one which: b) is
shifted; c) is scaled; or d) has different shapguaise. All variants are examined
from the top view.

a) b) c) d)

a) b) c) d)

Fig. 96: Possibilities how can a sample (a) difiem another one which: b) is
shifted; c) is scaled; or d) has different shap@uaise. All variants are in the
form of cross-section curve examined from the iel.

Of course, to get correct comparison results, sesnptust be saved in the same
precision and resolution or they have to be recdetpbefore the comparison begins. The
recomputation is also done in the case when baatermal levels of both materials are not
in the same height (e.g., because of differenkttg@ss of the sample) or if the heat affected
areas of both compared samples have to be ovedappgsing these operations, we
eliminate shifting of both samples.

On the surface of the sample, the roughness obrilgegnal material is visible. Also
local defect of the material can change the origsnaface unpredictably. That is why we
would not get a zero difference after comparing teal samples of the unchanged
material (samples without any pulses) measuredfiarent places. It shows the fact that
even more samples of the same basic material \Wikrd There can be seen that the
roughness of surrounding material can increaseafateaccuracy of compared samples.
This happens also in the case of samples in whelptilse fills the majority of the sample
surface. To increase the precision, we should drguvaluate only the area of engraved
pulses and their closest surroundings. For thipqae, the methods and techniques used
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for automatic pulse detection in the sample desdrilin Section 5.2 can be used
successfully.

Another question is what to do in the case of d#fé dimensions of the samples
(Fig. 95c). If the sample sizes differ, but the Vehengraved areas are correctly detected,
they can be resized and compared.

Let’'s suppose that we have detected engraved sweasssfully in both samples and
we want to compare them. Even though we expect amlyimal space around the
engraved area it is necessary to overlap both ssngpler each other, so that we really
compare only engraved areas. Usable methods, gitesband problems of samples
overlapping are described in Section 8.2.

Samples are represented as height maps and sootiiem is about to compare two
surfaces described in the form of uniform rectaaggrid. This representation can be
transferred into the format of grayscale images lthe reason, why the problem of two
engraved samples comparison can be solved by neetiwod algorithms applicable for
image comparing [Zapl07]. Methods based on imagepesison are not the only possible
way how to solve the problem of sample comparinge Tusage of the Principal
Component Analysis, which is outlined in Sectiori.8, seems to be a promising
approach.

We have to decide which information to get as #wlt of the samples comparison.
Some methods return one value, which expressatsladifference of both samples. Such
methods are suitable for automatic verification.other group of methods shows
difference as the whole image (or image part) andbkes better localization of
problematic parts. However, they are unsuitabletdomatic processing.

In the following three sections, the methods usedrhages comparison, which can
be after some modifications used for samples coimgaare described and their usage is
demonstrated on concrete samples. However, beoaeib®ds for the samples comparison
were not the main topic of this Ph.D. research, allbbpossible solutions were discussed,
but only some of them, which were sufficient foe teimulation system verification and
real data exploration.

8.1.1 MSE

This method computes the mean square error (MSBpthf samples. It is defined as the
difference of pixel heights of samples squaredeioor highlighting. Differences for all
pixels are summed and divided by the sample surftiweension. The resulting value
expresses the average error of each pixel. The auw@mtign is given by Equation (8.1),
where W and H represent the width and height of the sampssnpleAl(, j) and
sampleB(i, jindicate single points at the given position ia gample height map grid.

W-1H-1

> (sampledi, j) - samplef§, j))° (8.1)

MSE:L -
WxH 3%

It is easy to see that the more identical samplesjower result of MSE method is
computed. Let us compare two real engraved andurethsamples with the same pulse
counts from the real experiment (5 pulses engrawedone point into steel; shown in Fig.
97a,b). Samples are very similar, but neverthealesgdiffer a little. The MSE for this case
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reached the value of 0.385. In the other case,ongare two absolutely different samples
(sample with 5 and 50 pulses engraved into onetpoin steel; shown in Fig. 97b,c);
MSE = 4.186.

Fig. 97: a-b) Two similar samples with 5 pulsesrangd into steel; ¢) sample
with 50 pulses engraved into steel.

Results of MSE computation for the sample heighpsrere much smaller than in the
case of grayscale images. The reason is simplg,sgae images consist of values in the
interval <0, 255> while values representing the gansurface reach the maximal values
of about a few tens. Moreover, before the computaitiself, basic levels of both samples
are shifted to the same height, and so the dift®mmong values of both samples come
more near. After the sum of individual differendgslivided by the total dimension of the
sample, the result ranges typically between 0 &nd 1

During the MSE computation for the whole sampleomputational error arises. It
results from the number of points on the basic maltéevel, which do not neighbor the
pulse area directly, but where the zero differesammputed. These points do not add any
increment into the total sum, but they are includdd the sample dimension and so they
distort the result. That is why to get the mostuaate results it is important to compute the
MSE only in the area of pulse. For the purposenefautomatic pulse detection algorithm
described in Section 5.2 can be used.

8.1.2 Difference Image

Difference image is in its principle a visualizatiof the MSE. The color of a pixel is

defined as the difference of heights of both sas@¢ the corresponding position

recomputed to the grayscale interval. The relalignscan be simply described by

expression (8.2), whemin andmaxrepresent minimal and maximal values of difference
The method differs a little from the typical difegrce image computation, where the
absolute value of difference is used. By this modifon we preserve information about
the order of sample heights (we can find out frowm image which sample has the higher
value representing the surface in the given pixel).

dit [ ] = 255" (sampled, j)- sampleﬁ, j))-min ©.2)
max- min

The color of the basic material level represengsiéivel of zero difference; all points
which are darker are the places, where the sampl&f@ce was higher than the surface of
the sample A. In the opposite cases, where samjpleeB not reach heights of sample A,
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the pixel is lighter. The points with biggest diface have white (sample A is higher) and
black (sample B is higher) color.

The results of comparison of the samples desciib#te previous section are shown
in the following images. Two different samples wiilpulses engraved into one point were
compared and its result can be seen in the lefinwolof images. The comparison of
sample with 5 pulses and the sample with 50 pudsesplaced in the right column. All
samples are engraved in steel. Difference imagesslaown in Fig. 98a. Together with
difference images, the horizontal cross-sectiowvesigoing throw middle of the samples
are also shown. In Fig. 98b, cross-sections okrbfice images are visualized and in Fig.
98c cross-sections of both simulated (black curae{l real (gray curve) sample are
presented.

a)

Fig. 98: Difference images of two similar samplesparison (the left column)
and two very different samples (the right coluna))difference images; b)
horizontal cross-sections of difference images)arjzontal cross-sections with
curves for both simulated (black curve) and reahygcurve) sample.

8.1.3 Logarithm Operator Adaptation of Difference Image

For difference images with a broad range of valugsall differences can not be
distinguished well, because they are representedeby similar or even the same gray
color in the image. If we are interested in theselk differences, we have to highlight
them. It is possible to do so using the logarithperator [LogOnl]. The logarithmic
function is used as a mapping function for modifythe difference image. It means that
during this operation each pixel value is replasgti its logarithm.
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The Equation (8.3) is typically used for logaritleminodification of images. It
expresses a logarithm operator mapped on the sthddference image with the absolute
value of difference. The basis of logarithm doesinftuence the result; there can be used
for example natural logarithm or the base of 2 @tdharithm. The multiplicative constant
of the expression ensures scaling to values inntieeval <0, 255> representing shades of
gray. Because the logarithmic function is not dedirior O, the value of 1 is added to the
parameters of logarithmic function used in the espion.

difLogli, j] = %* log(1+ AbgsampleAi, j)- sampleH, j))) (8.3)

As described in the previous section, the modiéikpbrithm for the difference image
computation is used for the samples comparisont iEhahy also logarithm operator has
to be used in a modified way. We have to distinggisints, where the height of sample B
is higher than the surface of sample A (such paamésin the difference image placed
under the zero level) from the opposite case. Sohave to apply logarithmic operator
separately on the points above and under the eeeb. |

The modified Equation (8.4) goes from the vatlii,j computed by the Equation
(8.2). The valueM is computed for each case separately as a nunfbgrag colors
between the material basic level and maximal dffiee in the relevant direction. For
example, if the basic material level is represetgdhe gray color with intensity 160, all
pixels above the material are spread into 95 levidie other values are recomputed into
the interval <0, 159>. The value of the fractiorntle beginning of the expression on the
right side of the equation differs for convertitg tpoints above and under the level of the
original material.

difLogli, j] = | *log(1+ dif i, j]) (8.4)

og(l+M)

The results can be seen in the following imagesign 99a, the original difference
image is shown; in Fig. 99b, the difference imagediftied with the logarithmic operator
can be seen. The difference of both images isleisilell. The original difference image
defines the color equally in dependence on thelasd color. From this representation
we can get good imagination of heights distributié@n the other hand, from the
logarithmically modified image, we can find out dhdifferences in the neighborhood of
the material level better.

Fig. 99: Difference images of two compared samp)abe original difference
image; b) difference image adapted by the logaritdparator.
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8.1.4 Principal Components Analysis

Principal Components Analysis (PCA) can be used pswerful tool for data analysis. It
bases on computation of the eigenvectors and edhiees which help to identify patterns
in data. The data set is expressed in such a waly dimilarities or differences are
highlighted. PCA seems to be a promising approachfe comparison of samples. All
peaces of information for this section were gaitfiedn [Smith02], where the whole
method is explained in a very understandable wagt s why we will not describe here
the whole method in detail, but just several mamtdres will be outlined.

The method runs in several steps. At the beginnidaja has to be loaded. An
example of the original data set is visible in Fi§Oa. To get a data set with the mean
value of zero (which are used in PCA), all valuasento be shifted in each dimension by
the mean value (by subtracting the average iniaéedsions). An example can be seen in
Fig. 100b. From then-dimensional data set, the covariance matrix ofetisonnxn is
calculated andn eigenvectors and eigenvalues are computed. Alensigctors are
orthonormal (i.e. they are perpendicular to eadteroand have the unit length) and one
eigenvalue belongs to each eigenvector.

a) b)

Fig. 100: Visualized data in various phases of @A method: a) the original
data; b) data shifted into the position of zero mea

The computed eigenvectors represent patterns inldtee set. The eigenvector with
the highest eigenvalue (called the principle congmbnhdetermines the main direction in
which the data is placed. If we sort all eigenvestby their eigenvalues, we get the
sequence where the vectors at the beginning hawgrficant influence on data
distribution while the last eigenvectors affect ttaga distribution minimally.

The computed eigenvectors are orthonormal and ey ¢an form a base of a new
coordinate system. At this time we can transforita dato the new coordinate system. We
can use all dimensions or we can ignore severangirtors with the lowest eigevalues
and so reduce the number of dimensions. The masoreis the elimination of tiny
differences in dimensions with a low influence. Tiesult of data from the example
derived into the new coordinate system is showRign 101a. Before the transformation
the minor eigenvector was ignored. It returns theimmal data just in the direction we have
chosen. In fewer dimensions, it is easier to comgamples with each other.

Of course it is also possible to transform the dmtek into the original coordinate
system. If we have ignored some eigenvectors, sofoemation from the data is lost (as
can be seen in Fig. 101b); otherwise we get thggrai data.
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a) b)

Fig. 101: Visualized data in various phases of @A method: a) data
transformed into the new coordinate system afteoiimng the minor
eigenvector; b) data from Fig. 100a derived badk ithe original coordinate
system.

For the representation of the height maps for BA Processing each sample should
be represented as one vector. It can be done hingadl sample rows after each another
to create a vector of the lengthxN (whereM symbolizes the number of rows aNdhe
number of columns of the sample). For all imaged the want to compare, we have to
create such a vector representation and from edletivectors, a matrix is composed — each
image vector creates one matrix row. Then the canee matrix has to be computed and
for the covariance matrix the eigenvectors andeigenvalues are determined. In the next
step, the original images are recomputed into anatbordinate system derived from the
PCA. After the PCA analysis, the difference of imagan be measured along the new
axis.

The PCA method is successfully used for faces m@tiog [Zhang97], so maybe it
could give results usable also for our problem.vi it is the next task for the future
research.

8.2 Samples Overlapping

To get the optimal result for simulation verifieati it is necessary to overlay engraved
pulses as exactly as possible. Otherwise, the efroomparison is growing in dependence
on the relative shift of the engraved area in t@@es. Manual overlapping is possible,
but it can not be used for automatic verificatiom &valuation of results. That is why the
system has to be able to find the best matchingipwsndependently.

One possible way how to match pulses automaticallp compute any parameter
representing the difference of both samples (e §EMn a given position for all possible
positions of both samples. It could be the optisalution, if we were not concidering
speed. That is why we have to reduce the numbepettitions as much as possible, but at
the same time we have to preserve sufficient acguwhthe result.

First, we can eliminate all the positions in whantly the borders are overlapped (as
shown in Fig. 102). We can suppose that among tb@swinations, no optimum will be
probably found.

We have to find the best starting position (a gug#ssptimal position of overlapped
samples) and from this position, we have to seatching the real optimal position of the
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overlaid samples in its surrounding. We can usegefkample, the centre of mass as the
starting position (the method of centre of mass matiation is described in Section 5.1.2).
The centre of mass can be computed for both compsaeples and samples can be
shifted to overlay their centers of mass. Anothgraach offers the usage of the method
of automatic pulse detection (possible approachesoatlined in Section 5.2) to detect
pulses in both samples and to overlay the seleateds. In the second approach we can
directly take the advantage of the pulse detedbothe faster difference computation only
in the selected area.

Fig. 102: Positions of the overlapped samples wis&h be most likely excluded
from searching for optimum.

After finding the starting position, we just hawefind the optimum by small shifting
of samples over each other. In the further posstidhe step for shifting is rougher, in the
close surroundings the shift step is decreased. damh of these combinations the
difference of the samples is computed and that gy whe algorithm of difference
parameter computation has to be quick enough teagee computation speed-up.
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9 Data Exploration and
Simulation Tool

In the research oriented to lasers and their usagepus sophisticated physical
experiments have to be provided. Experiments ageaged, they can be measured and
during the measurement, a detailed exploration ld tesults can be provided.
Unfortunately, no appropriate tool for the subsequésualization and comparison of
measured samples data exists. That is why we veexlao prepare a data explorer and a
system for the engraving process. The simulatiaulshprovide results as quick and cheap
as possible. Moreover, it should enable optimizatend elimination of unfeasible
experiments. As a part of the simulation, an apgibm for data visualization should also
be implemented.

The first thing to be solved within the project wdeta preparation and processing.
Because no tool for data exploration and its modifon was available so far, we had to
start development of a new software tool that wdwétp us with data processing. Many
functions for pulse detection, samples visualizgtimmodification or comparison were
required. Plenty of functions, which were groupetbiseveral categories, were designed
and implemented. The most often used functions weseched with key short cuts for
easy usage. Thanks to internationalization, thedao be translated into another language
without any problem.

The tool works in two modes of data processing. fliisé one, which is described in
Section 9.1, serves for sample viewing and explamatn this mode, heat affected area of
the sample can be detected, statistics over theplsaare computed, samples can be
measured or the cross-section curves can be erlplésea part of this way of research, the
Laser Samples Explorer [LaSE_SW] was created. fbuikis used also by our colleagues
from the New Technologies Research Center for exmgothe real measured samples.
Besides the samples exploration, the pulse paraizetion and artificial generation of
new samples can also be provided in this mode.

The second mode serves for the samples compangbreault verification. It can be
used for the comparison of real samples and thigcety generated samples. Details of
this functionality are introduced in Section 9.2.
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9.1 Sample Exploration

The sample exploration mode offers a broad randeraftions for sample exploration and
data preprocessing. For the sample preprocessihgight map representation is loaded
from a file and visualized. Format of files thahdae processed is described in Section 3.2.
The sample can be explored in many ways. The mdmdow offers a 2D

visualization of the sample. The sample is showthiee views in the direction of three
basic axes of the coordinate system. The parteofrthin window can be seen in Fig. 103.
In the central part of the window, the explored pbais represented as a grayscale image.
The intensity of the gray color reflects the heighthe surface at the given position. The
highest point of the sample is represented as #&evdoior, the lowest point is black. To
view the sample from the orthogonal directions, ¢hess-section curves of the surface in
the vertical and horizontal direction are used.yraee placed in the left and the bottom
part of the window. In the left part of the winddlae cross-section in the vertical direction
is projected, in the bottom part the horizontalssrgection curves can be seen. Both
cross-sections are in the central window with thengle top view represented as two
orthogonal (blue and red) lines. They show the moland row that are visualized in the
form of cross-section curves.

Fig. 103: 2D visualization of the explored sampline top view represents the
gray scaly image of the sample, in the left anddwmotpart, vertical and
horizontal cross-section curves can be seen.

At the crossing of both lines, their image positeord the real height of sample at the
crossing point are given. The cross-section cuefleats the relief of the surface of one
column or row of the sample. For both vertical &wdizontal cross-sections, the maximal
and minimal values are marked. The position ofdtoss-section lines can be changed by
dragging the mouse or by using the user interfddbeocontrol panel in the right part of
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the main program window. In the control panel, baghl and image units of placing the
cross-section lines are indicated. The positiorthef cross-section lines is determined
automatically after the automatic detection of fhdse into the position for sample
parameterization (see Section 5.3).

Except the cross-section curves parallel with bagis described above, the sample
editor offers also the possibility of viewing therface profile in any other direction. After
setting end points of the line segment, the cufveudace cross-section along this line is
visualized in a stand-alone window (see in Fig.d04he line segment between two
defined points has to be computed and so we hawepiement any algorithm for the line
segment rasterization. For this case, DDA (digitgfiferential analyzer) algorithm,
described in [Z&ra05], was used.

For samples exploration, it is very useful to usg #ol for lengths and depths
measuring. That is why the tool of ruler is implenesl into the system. It enables to
measure distances in all views of the explored $anine results of the measurements are
given in real units. Using the ruler is simple ahdhe tool is activated, the user can
measure distance by setting two points with thitngouse button clicks. The size of the
pulse (width and length) can be measured in th&raetop view (see Fig. 104b). In the
vertical and horizontal cross-sections, the rudar be used for measuring the pulse depth.
The result of cross-section depth measurement ginesslifference between two points of
the curve.

a) b)

fu

L 3

[189, 424] — (533, 83)

Fig. 104: a) Visualized curve of the sample surfaeess-section along the line
segment in a separate window. b) Size measurerhérg pulse in the top view,
distance of two points is measured in the realaunit

For better knowledge of the sample surface heitjlat,gray scale indicator can be
activated. It shows the minimal and maximal heighthe sample, which are represented
black and white, and the gray scale between thesns@wn in Fig. 105). The small
horizontal line moves in the gray scale and it shiovight of the point which is currently
at the mouse cursor position. If the mouse cursesadot move over the sample top view,
the actual height of the point on the cross-sediigs intersection is represented by the
movable horizontal line.

To have another view on the sample, it is posdiblese a 3D visualization. Thanks
to the mouse motion or using arrow keys, the vigwdgamera is rotated, moved or tilted to
get the best position for exploring the sample. Epatial view on the sample surface
offers a better imagination of the real sample aagfshape. By rotating the camera and
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moving the sample, it can be explored perfectlynfrall sides. The 3D visualization is
shown in Fig. 106. For the 3D visualization, we @genGL [Wrig04], [OGLOnNI] and
because the whole system is implemented in Javapfeecting OpenGL and Java, we use
JOGL (Java for OpenGL) [JOGLORNI]. Its basics arsadied in [TichQ7].

Fig. 105: Gray scale indicator shows actual heighthe point at the cursor
position as the red line in comparison with heighitshe sample.

3D Yizualizer

Fig. 106: 3D view on the sample.

Another very useful function for sample exploratisnthe statistics computation.
Sample statistics information contains not only basic values of sample dimension,
minimal and maximal height of the surface, but alslumes of the pulse parts under and
above the basic level of the material are compuide. results represent the amount of
material which has vaporized (the volume of thempéasured under the basic material
level) and the amount of material that createstthasition ring of the pulse. To get
maximally exact result, two values are computece fitst one is computed for the whole
sample and the second one only for the area oftgatethat borders the heat affected area
of pulse. Volumes are computed by applying numietegration.

Because in the sample viewing mode the heat affeatea can be automatically
detected, a function of sample part selection eded. The selection function is used quite
often and so it has to be manipulated in a direct simple way. The borders of the
selection can be changed manually by dragging tbesmin all 2D views. Another way
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how to set the border position exactly is to sécm®n border values in the right control
panel of the window. Selection borders are charaggdmatically after the automatic pulse
detection. The selection dimension is computed ialseal units, the information about the
selection dimension is written in the right confpahnel.

An example of the visualized sample with detectelde (both the heat affected area
and cross-section lines position) is shown in F@7. All three views of the 2D
visualization of the sample are shown; the pulsdasdered by the rectangle of the
selection.

Fig. 107: The visualization part of the main windofithe editor in the sample
viewing mode; detected pulse is bounded by thetsmterectangle.

Except exploring the real samples, also its paats e saved as new samples, or
the whole sample can be used as a gray scale todgeused for other purposes. It is also
possible to export values of each visualized ceesdion curve.

One of the most important functions of the simuolattool is the approximation of
the loaded sample by the mathematically generatexbth surface, which is modified by
methods described in Section 3.5. Before the sarmgptaulation, the real sample is
parameterized and according to these parametew @ample is generated. The generated
sample can be further explored, saved as a newlsanpompared directly with the real
sample.

9.2 Results Comparison

This mode is used for the results exploration aathgarison and for the simulation
verification. It enables to compare any two sam@ad to determine the size of their
difference. Description of the simulation verificat, its possibilities and problems are
particularized in Chapter 8.

Before the comparison itself, we need to recomgthaebasic material levels of both
samples to the same value. During the samples aisopahe MSE (Mean Square Error)
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is computed to give information about similarity mfth surfaces. The computed value is
written in the right control panel. The MSE is cangd for the whole sample and for the
area bordered by the selection rectangle.

For the system verification both samples have teadyapared in the position where
engraved pulses overlap over each other in the prestse way. Reasons and methods of
samples overlapping are outlined in Section 8.2hincreated system, both manual and
automatic overlapping of samples is implementee Manual sample shifting is provided
simply by the mouse dragging.

Our tool enables to compare two samples and toalizithem in three possible
ways. The user can choose during the results eatmlarfrom three ways of visualization:
both compared samples shown together, the vistializaf the standard difference image
or the logarithm operator adaptation of the diffeeimage.

The first visualization way shows both samples togein one window and enables
to compare them directly. Each sample is highlightey another color for better
differentiation. The result of this visualizatioppgoach is shown in Fig. 108. The top view
shows all parts of the sample which are higher thensurface of the second one; in the
cross-section windows, both cross-section curvesshown. The blue pixels in the top
view show points where the simulated sample isdnigihan the real one. The cross-section
curves of the simulated sample are red and blugh&real sample the yellow and green
colors were chosen.

Fig. 108: Comparison of two samples visualizechimway of simultaneous
visualization of both samples.

The second way of the comparison visualizationhes standard difference image.
The computation of the difference image is desdrilbe Section 8.1.2. Result of
comparison of two similar samples can be seen ¢ E09. From standard difference
image, the distribution of height differences isibie well, but it is not easy to distinguish
small changes, because they are displayed witlvehe similar or even the same color.
These disadvantages are removed in the logarithenatgy adaptation of the difference
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image. Its computation is outlined in Section 8.1A3result can be seen in Fig. 110.
Because each way of comparison visualization brirgggveral advantages and
disadvantages, the implemented tool offers theipitiss of choice.

Fig. 110: Comparison of two samples visualizedhaslogarithm operator
adaptation of the difference image.
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10 Possible Ways of Future
Research

As described in the previous text, the whole piojecludes many tasks to be done. We
will not deal with all future plans of the projettit we will focus on plans from the data
processing and simulation part. Some of them akgedan this thesis, but a lot of work
should be done in the future research. The otlspeally physical and hardware) parts of
the project have of course their own individualnsldor the future. Our future plans are
divided into several groups in dependence on whdatlvity they are related to.

10.1 Simulation

One of our most important aims for the project ascreate a simulator of the laser
engraving process. The main task is to get assteatesults as possible, and so we should
create all important simulation components to m#ide whole system better and get a
maximum accuracy of the simulation. Some of thé&game connected with automation
and program self-activity (they are described saphyr in Section 10.2), some of them
depend on the ability of sample description (forenmformation see Section 10.3). Also
steps related to including the material heatindimed in Section 2.1 into the simulation
should be taken into account.

As written above, the data acquisition from thd egeriments is time and money
demanding, and so we want to minimize the amouth@feal experiments required for a
satisfactory system setting and verification. Iltngortant to define the minimal required
data set for the most often used materials and talsdetermine the requirements and
parameters for experiment design that any new matrould be used in the future.

Another challenge for the future research is timeutation of several pulses placed
next to each other (creating the trajectory), whiels a number of problems (e.g., starting
and finishing laser motion inaccuracies) to be edln the future. These problems are
mostly related to the used mechanical parts oldker, which are not currently specified
and will be solved in the future.

Also the other simulation features and problemsmesd in Section 2.2 have to be
researched to finish the whole simulation, so itheduld be used in the project.
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10.2 Automation and Program Self-Activity

The whole system should work as automatically asipte. That is why all the subtasks of
data processing should be self-acting in a maxirpassible way. Of course, the reliability
and speed of the system must be preserved acmasitiimation.

At first, before the simulation itself is providede have to get input data. The basic
level of the material has to be determined for eaample and then all pulses are
automatically detected, samples are parameteramedl,pulses can be extracted from the
samples. All samples from the experiment shoulgrbeessed automatically at once.

The first important aim of this thesis was to dasighnethods for sample
parameterization and further sample generation.d@uelopment is described in Chapter
3. Till now, we still have not solved the automatiof the whole pulse parameterization
process, especially the determining of the sampleyhness parameters optimally. Our
future plans are described in Section 10.3.

Well working methods for the automatic pulse detegtwhich are reliable for the
majority of processed samples, are described itide6.2 and their results are shown in
Section 6.1. Regardless of them, we should keekingron the research in the field of
automatic pulse detection in order to get methdadbie for all samples.

Finally, to verify the system, the simulated sampteust be compared with the real
ones. Because pulses are not placed at the sani®mpas the sample (as described in
Chapter 8), it is necessary to overlay pulses egeh other in the most accurate way. This
operation is very time demanding and we have td &ny suitable algorithm that quickly
and exactly overlays both compared samples andndietes the similarity of the real and
the generated sample. In addition to searching gonew algorithm for samples
overlapping, we can try to use a complete diffeagmroach of samples comparison that
will be not based on comparison of raster imagehasnethods described in Section 8.1.
One of the promising approaches seems to be theipal component analysis described
in Section 8.1.4.

10.3 Sample Parameterization

The way of real sample approximation and an aidifipulse generation process is
described in the second part of Chapter 3. Somheofused parameters can be already
detected automatically from the real samples. Bet dthers, especially parameters for
describing the sample roughness and pulse irraubae so far set experimentally. In the
future research, methods for the automatic pulsghmness parameterization should be
designed, tested and implemented into the system.

If parameters can be detected for all the meassaetples, we can try to find their
dependence and to find a mathematical expressian will be able to describe also
parameters for the other samples, which are ndtyremgraved and measured. The
dependence can be related to the number of lassFgpengraved into the material surface
and also to the material itself which also affdbts result of the engraving process. To do
that, we will have to engrave various experimeriglore much more real samples and
examine the trend of detected parameters valuessdfe parameters, it will be probably
easier as shown in the plot in Fig. 54. For thesxsthit will be more complicated because
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of the high irregularity of the described pulsetpaAn example was already described in
Section 4.1 and the trend of some parameters wéiseamlin three plots. Then, we will be
able to compute parameters for any describablergmpet that we will need to.

To be able to create sufficiently general algorghrall methods and procedures
should be tested on a broad range of experimergsaesd into several materials using
various laser settings. According to the knowledygined from the particularized
experiments exploration, the techniques should djested, so that we can get optimal
results for parameterization of any sample.
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11 Conclusion

After two and a half year of work, we have prepaaegumber of methods, which can be
used especially for the real engraved and measiatal processing and description. All

these methods were tested, compared and the b#stmfare incorporated into a tool for

data preprocessing and a groundwork for the sinouml@bol. For our tests, we can use data
sets from experiments engraved and measured fom@terials — cermet and steel.

At this state, we are able to explore samples werg detailed way. The designed
methods can be used for the automatic detectidhneoieat affected area. We are also able
to describe the sample with a set of parameterdrandtheir values, we can design a fully
artificially generated new sample. In the second pkthis thesis, two possible approaches
for the simulation technique itself are suggestédally, to compare measured samples
and our results, some methods for samples companisce designed, implemented, tested
and used for the results verification and real dampomparison.

As described in Chapter 10, we plan to work ondineulation process and improve
it as much as we will be able. Moreover, we planmaximize the self-activity of the
system by finding suitable methods for the samp@leameterization and other activities,
which have to be done manually so far. Also methfmisparametrizing unmeasured
samples should be searched for and the trendoh#asured parameters mathematically
described.

To conclude the thesis, we should also summariee fafilment of our aims
described in the introduction.

The first aim was to prepare a general methodolimgythe real input data sets
processing that would result into the parametrgcdption of a general sample engraved
into any material. All these methods are describeBections 3.4 and 3.5, where also the
set of parameters is summarized.

Our second aim has depended on finishing the sapgsbemeterization process that
should be further used for the artificial samplefate generation. We have designed a
number of methods which should be used for thecbeesinple surface generation and its
modification so that the resulting surface correslsoto the real one as much as possible.
The results of a practical usage of the surfacemgion from the set of parameters can be
seen in Section 4.2. To fulfill this aim completelynly the exact computation of the
parameters for non-measured samples should badihis

The third important part of the data processing Wesautomatic detection of the
pulse in any sample surface. Several algorithme wlesigned and they are explained in
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Section 5.2. Their results can be found in Sec#oh, where their advantages and
disadvantages are also discussed. The methodattonatic pulse detection can be further
used for the automation of sample parameterizatidor the validation and verification of
the simulation model as outlined in Chapter 8.

For testing all the designed methods and evaludiegeal measured and artificially
generated samples, a data exploration and simuled@ was implemented. It is described
in Chapter 9.

All completely or partly solved parts can be highted in the scheme of tasks shown
in Fig. 111 with the gray rectangles. The othekdaseemain white. The implemented
sequences of tasks are symbolized as black argrag,arrows show connections, which
are not used yet. In the figure, two new dottedwasrcan also be found. They indicate the
situation after the tasks relations simplificatioaused by the fact that the simulation
model works in a limited mode yet. After finishittge simulation of the engraving process,
all the tasks will work according to the originaheme shown in Fig. 1 (page 6).

I 1
I 1
I 1
! . . " 1
measured R pulse »| basic shape irregularities :
real data : detection parameterization description I
T |
material quality
description
v laser setting
sample description
parametric
description
experiment . -
description simulation
description
v :_ _______________ 1
, i data exploration |
simulator simulated 1 1 tool P |
experiment | 100 i
| 1
I 5 - .
1 | visualization l
| |
measured real 1| 2Dand 3D !
»| experiment ! [
I
1 1 issi
! sample [ g;ommllzsslng
v v i | evaluation i ples
—— I [ description
verification I !
| 1
I'| statistics !
I'| computation !
| I
new real

experiments

Fig. 111: Sequences of tasks with the solved egtdighted.
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The part of data processing has been solved ant} @esult, we gain the parametric
descriptions of samples which are used as inputthéosimplified simulation. The results
of the sample surface generation are comparedthgtiheal measured data and all samples
can be visualized and evaluated in the data expbortool.
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Basic Expressions Explanation

Ablation
The process of material melting and vaporizing dtatts after the laser beam strikes
the material surfacg@p. 9).

Cross-section curve
A curve created as the visualization of the sanspiéace along any cross-section
line (pp. 21).

Cross-section line
A line segment along which the cross-section cusvgenerated — most often a row
or a column of the samp(pp. 49).

Difference image
A method of samples comparison; in fact MSE visaaion(pp. 79).

Experiment
The described pattern burned into the materiakam be further measured and
processedpp. 4).

Heat-affected area
The part of the material surface modified during Burning process by the thermal
action of the laser bea(pp. 9).

Local defect
The roughness on the material surface caused,xEm@e, by a damage on the
original material surfacép. 19).

Material roughness
The irregularities on the material caused by a \tailed measuring of the sample
and its structurépp. 19).

MSE (Mean Square Error)
A computation of heights differences of two complasamplegpp. 78).
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PCA (Principal Component Analysis)
A method usable for data analysis that is basecanputing eigenvalues and
eigenvectorgpp. 82).

Pulse
An analogous expression for the heat affected (@@e0).

Pulse pit
The shape of the pulse area that is created imeheaffected area as the result of
material ablation during the laser burning prodesgs 9).

Pulse transition ring
The shape of the pulse area created around thdiaired area during the laser
burning process especially as the result of the exglulsion procesp. 9).

Sample
A part of the measured experiment represented eshéight map of its surface

(Pp.-4).
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Appendix: Activities

Publication Related to the Doctoral Thesis

Hajkova, J.: Data Processing for Simulation of lkd&eam Impact — Statistical Method for
the Heat-Affected Area Detection, acceptedinternational Conference on Computer
Modeling and SimulatigrBrno, Czech Republic. 2009.

Hajkova, J., Herout, P.: Parameterization of Samfte Modeling of Laser Burning:
Increasing the Lifelikeness of Synthetically Gemetda Samples, accepted to
4™ International Conference on Software and Data Tetbgies ICSOFT 20Q9Sofia,
Bulgaria. 2009.

Hajkova, J.. Parameterization of Samples and Iteagesin Data Description and
Simulation, Proceedings of the3“ European Conference on Modelling and Simulation
ECMS2009Madrid, Spain. 2009. ISBN: 978-0-9553018-8-9

Hajkova, J.: Approaches for Automatic Comparison lodiser Burned Samples,
Proceedings of the "™ International PhD Workshop on Systems and Contizbla,
Slovenia. 2008. ISBN: 978-961-264-003-3

Hajkova, J.. LASER SIMULATION — Methods of Pulse tBetion in Laser Simulation,
Proceedings of the 3 International Conference on Software and Data Tebbgies
ICSOFT 2008INSTICC, Porto, Portugal, pp. 186-191. 2008. ISBK8-989-8111-57-9

Hajkova, J.:Pattern Recognition, Classification and SimulatiohLaser Beam Impagct
The State of the Art and Concept of Doctoral Thesechnical Report No. DCSE/TR-
2008-03, University of West Bohemia, Pilsen, CzRepublic. 2008.

Hajkova, J., Herout, P.: Laser Simulati®tipceedings of the"7International Conference
APLIMAT 2008 STU Bratislava, Slovakia, pp. 823-828. 2008. ISBR8-80-89313-03-7
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Other Publications

Zelenka, P., Hajkova J.: Structural Components uitisidjustable Road Traffic Models:
Their Role and the Means of Generating Their TogpldProceedings of the pac]

European Conference on Modelling and Simulation B2BD9 Madrid, Spain. 2009.
ISBN: 978-0-9553018-8-9

Hajkova, J., SaSek, M., Herout, P.: Simulation ofimthn Body Thermoregulation,
Proceedings of MOSIS 200&¥erov, MARQ, Ostrava, Czech Republic, pp. 123-128.
2006. ISBN: 80-86840-21-2

Hajkova, J.:Graphical Editor of Street Graphsfinal contribution in ACM Student
Research Competition 2005.

Hajkova, J.: Graphical Support of the Traffic Siatidn SystemProceedings of the™
Central European Seminar on Computer Graphisdmerice, Slovakia, pp. 51-57. 2005.

Hajkova, J.:Graficky editor schémat dopravnich sysiemiploma Thesis, University of
West Bohemia, Pilsen, Czech Republic. 2005.

Authorized Software

Laser Burned Samples Explofenline], [cit. 2009-02-26],
http://www.kiv.zcu.cz/en/research/software/detaih?id=32

Related Talks

Hajkova, J.:Laser Simulation DSS Working Group Seminar, University of West
Bohemia, Pilsen, Czech Republic, 17. 12. 2007.

Hajkova, J.Methods for Laser Burning Data Preprocessing — Pagterization of Pulses
DSS Working Group Seminar, University of West BolenPilsen, Czech Republic,
8. 4. 20009.

Teaching Activities
2005 — 2009: PPA1 — Computers and Programming 1 (Java basics)

2005 — 2009: PPA2 — Computers and Programming 2 (Data strusture
2006 — 2009: PRJ5 — Semester Project

2006 — 2009:BPINI — Bachelor Thesis Tutorial
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