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Abstract

The connectivity of embedded systems is increasing accompanied with thriving

technology such as Internet of Things/Everything (IoT/E), Connected Cars,

Smart Cities, Industry 4.0, 5G or Software-Defined Everything. Apart from

the benefits of these trends, the continuous networking offers hackers a broad

spectrum of attack vectors. The identification of attacks or unknown behavior

through Intrusion Detection Systems (IDS) has established itself as a conducive

and mandatory mechanism apart from the protection by cryptographic schemes

in a holistic security eco-system. In systems where resources are valuable goods

and stand in contrast to the ever increasing amount of network traffic, sampling

has become a useful utility in order to detect malicious activities on a manage-

able amount of data. In this work an algorithm - Uncoupled MAC - is presented

which secures network communication through a cryptographic scheme by un-

coupled Message Authentication Codes (MAC) but as a side effect also provides

IDS functionality producing alarms based on the violation of Uncoupled MAC

values. Through a novel self-regulation extension, the algorithm adapts it’s

sampling parameters based on the detection of malicious actions. The evalua-

tion in a virtualized environment clearly shows that the detection rate increases

over runtime for different attack scenarios. Those even cover scenarios in which
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intelligent attackers try to exploit the downsides of sampling.

Keywords: network security, adaptive intrusion detection, message

authentication, self-regulation, resource conservation

1. Introduction

Many areas such as automotive or industrial are pervaded by various trends.

Whereas these fields in the past have been isolated and permeated by proprietary

technology, recent developments tend towards unified concepts and mechanisms

boosted by new technologies. Internet of Things (IoT) will further accelerate

this development and enables networking and control of components across the

existing network infrastructure. Thereby also computer-aided systems are bet-

ter integrated in the physical environment. Ubiquitous connectivity creates a

complex network of things that includes vehicles, but also smart infrastructure,

buildings and smart homes. With the rise and success of cryptocurrencies even

a possibility for micro- and nanopayments between machines was created. The

advent of such Distributed Ledger Technologies, for instance IOTA, will fur-

ther not only benefit the rapidly developing IoT industry [1] but also connected

mobility in which vehicles turn into digital platforms. For example, with in-

telligent transportation systems taking advantage of features and capabilities

from Wireless Sensor Networks (WSN) a bridge to IoT-enabled Smart Cars is

built [2].

However, accompanied with these trends, the too fast development, rapidly

advancing technologies and pervasion of multiple areas lead also to a broad

range of security problems considering the incrementation of hacker abilities

such as the usage of cloud or distributed computing, quantum computation,

etc. [3]. The application of various protocols and devices with different re-

source requirements (bandwidth, computation) often accompanied in determin-

istic timing environments by increasing traffic amounts makes a holistic security

solution difficult especially when outdated legacy components are still partici-

pating in the network. What is more, the preservation of computing resources,
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e.g. for IoT-enabled devices, stands in conflict with the resource requirements

of detection mechanisms when applied in high-volume networks.

A number of techniques have been designed for such environments protecting

against and detecting attacks through cryptographic mechanisms or Intrusion

Detection Systems (IDS) [4]. The latter is an efficient possibility to detect

malicious behavior even when cryptography is broken [5]. Nevertheless, for a

comprehensive security solution a defense-in-depth concept must include crypto-

graphic procedures as well as IDS components [3]. In addition, applied sampling

methods in security mechanisms need more attention. The advent of pervasive

computing will not only increase the amount of data in cloud but also in em-

bedded environments such as for smart sensors in automobiles struggling with

increasing data traffic. Thus, sampling could be an efficient countermeasure for

devices having only limited processing capabilities.

In this work an uncoupled Message Authentication Code (MAC) algorithm

called Uncoupled MAC is extended to work as an IDS generating alarms if the

authenticity and integrity of network communication get violated. This ben-

efits especially resource-constrained environments where protection goals must

be guaranteed and cryptographic schemes are necessary. With respect to the

lightweight and resource-aware security concept of [6], Uncoupled MAC even

provides simple IDS capability on a resource-aware cryptographic layer. No

additional complex IDS, providing e.g. behavioral-based detection by machine

learning algorithms, must be applied if they are not feasible due to energy

limitations and static communication [7]. However, Uncoupled MAC is not a

replacement for a sophisticated and powerful IDS solution. While only monitor-

ing a predefined ratio of sampled packets, a decent overhead on computational

resources as well as network traffic can be preserved. By introducing a self-

regulation extension, the Uncoupled MAC parameters defining its’ sampling

mechanism can be automatically adjusted in a dynamic manner according to

the detection of Uncoupled MAC violations.
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The rest of this paper is structured as follows: Section 2 provides an overview

on incident detection mechanisms ranging from classical IDSs to the exploitation

of the nature of cryptographic mechanisms in order to detect security-relevant

incidents. Furthermore sampling systems are presented including Uncoupled

MAC. Improvements and extensions of the original Uncoupled MAC algorithm

are presented in Section 3. The novel self-regulating sampling approach based

on the detection of Uncoupled MAC violations is described in Section 4. In Sec-

tion 5 details on the implementation and evaluation environment are presented,

attack scenarios described and evaluation metrics provided. Results of several

measurements mainly showing the advantage of the self-regulation compared to

the non-self-regulated version of Uncoupled MAC by also discussing the trade-

off between detection capability and resource utilization are given in Section 6.

A short conclusion and a glance at the future work of the ongoing research work

is finalizing the article in Section 7.

2. Incident Detection Mechanisms

Incident detection is part of an incident handling process in which malicious

behavior for instance in networks can be detected, analyzed and appropriate

reaction mechanisms can be planned and executed. In Fig. 1 the process with

involved components is shown. After detecting anomalous or intrusive behavior

through the Incident Detection module, the resulting alarms will be logged or

visualized within the Incident Post-Processing module and analyzed for a later

reaction by the Incident Response module in the Incident Analysis/Control

module. Incident analysis techniques for instance could comprise performing

correlation or similarity functions on raised alerts. Based on the intelligence

of this module, a proper reaction to the detected intrusion or anomaly can be

planned and executed. Such a reaction could include reconfiguring the network

through Software-Defined Networking (SDN) techniques, generating new con-

figurations for firewalls, creating new misuse-based IDS rules or adapting the

parameters for other incident detection mechanisms. Apart from the mentioned

4



functions of the Incident Post-Processing module, it can further be used for

monitoring other incident handling components.

Incident Detection Incident Response

Incident Analysis / 
Control

Incident Post-Processing

Fig. 1. Incident handling process

To defend against various types of cyber attacks, there are two main streams

of security solutions: cryptographic schemes and intrusion detection. Although

state-of-the-art IDSs are capable of detecting some basic attacks such as fabri-

cation attack and suspension attack, they fail to detect more sophisticated ones

such as the masquerade attack [8]. The following described IDSs together with

cryptographic mechanisms for network protection are integral parts in modern

IT security eco-systems and serve as a fundamental basis for the detection of

security incidents.

2.1. Classical IDS for Incident Detection

IDSs are used to monitor, detect and analyze events that are considered as

violation to the security policies of a networked environment [9]. They can de-

tect malicious activities or policy violations by monitoring the network traffic or

system activity [10]. An IDS is normally a stand-by device or third-party soft-

ware which will not inquire many changes to the current system. It is suitable for

resource-constrained or inherited systems to protect their network security [11].

There are three main architectures that IDSs can be divided into: Host-based

IDSs (HIDS), Application-based IDSs (AIDS) and Network-based IDSs (NIDS).

The former exists of an agent which recognizes intrusions on a host/machine by

analyzing internal operations for instance system calls or illegitimate resource

utilization. An example of a distributed denial-of-service attack detection in
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cloud computing by applying a HIDS is presented in [12]. An AIDS is presented

in [13] which collects, analyzes and detects intrusion from application-specific

data from a single application, e.g. a webserver log-file. These architectures

have not received much attention in recent years since they have significant

drawbacks compared to NIDS [14].

Network-based systems can be placed at dedicated points within a network

(firewall, router, network host) and detect malicious activities based on network

data. The following detection methods can be applied regardless of the archi-

tecture HIDS, AIDS or NIDS. The techniques of these methods can be based

for instance on statistics, specifications or machine learning approaches.

Misuse-based IDS

This method, also called Signature- or Knowledge-based, is based on a set of

rules or patterns which are either pre-configured by the system or manually by

an administrator. These signatures describe network attacks and trigger alerts

if they detect those. However, this approach does not contribute much in terms

of zero-day attack detection. The main drawback is how to build permanent

signatures that have all the possible variations and non-intrusive activities in

network environments [15].

Anomaly-based IDS

This method collects data containing examples of normal behavior and builds

a model of familiarity, therefore, any action that deviates from the model is con-

sidered suspicious and is classified as an intrusion [16]. Anomaly-based systems

are able to detect zero-day intrusions but suffer from a higher possibility for

false negative and false positive alarms.

To overcome the drawbacks and exploit the advantages of both methods

(misuse- and anomaly-based), hybrid systems are proposed, e.g. in [17].

Adaptive IDS

The term adaptive for IDS in the context of this work describes techniques

of sampling and self-regulation. To cope with the increasing amount of traffic
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within networks while reducing large memory and CPU processing requirements,

sampling turned out to be a promising scalable data aggregation technology for

IDSs since the processing capacity of such systems are typically much smaller

than the amount of data to be inspected. Because sampled traffic is an incom-

plete approximation of the actual one, multiple mechanisms for sampling data

exist.

Sampling. In [18] a difference between packet- and flow-based sampling, crucial

for the working of NIDS, together with deterministic and non-deterministic

methods is made. Packet-based sampling is simple to implement with low CPU

power and memory requirements but is inaccurate for inference of flow statistics

like size distribution of the original flows. In contrast, flow-based sampling

overcomes the limitations of packet-based sampling but suffers from prohibitive

memory and CPU power requirements and is still too complex to implement [19].

The flow-size based sampling technique in [18] assumes that network attacks

usually use small flows as traffic source. With the proposed selective sampling

strategy such flows are sampled with a constant probability. Other related

work evaluated that packet sampling has a negative impact on the efficiency of

anomaly-based IDSs increasing the false positives but performs best when using

a random flow sampling strategy. However, it is possible to maintain a high

level of security while selectively inspecting packets with a minimal amount

of processing overhead. An analytic and statistical model for the process of

network intrusions has been introduced in [20] supporting the experimental

results of [18] demonstrating that it is sufficient to inspect only a small number

of sampled packets. In [21] a packet- and time-driven traffic sampling strategy

for an IDS in a SDN is proposed that fully utilizes the inspection capability of

malicious traffic, while maintaining the total aggregate volume of the sampled

traffic below the inspection processing capacity of the IDS. The packet-driven

approach inspects a packet every 1/x packets for a sampling rate x and the time-

driven inspects all the packets within a time window of sampling rate x each

7



sampling interval. The time-driven mechanism has the advantage of detecting

stateful attacks because it captures all the packets for a certain time duration.

However, if packets are mainly sent event-triggered, the time-driven approach

is not feasible since there could be phases of sampling in which no packets are

inspected. This could easily happen in networks with high fluctuations of the

bandwidth. If an intruder is able to compromise the IDS or might know the

sampling rate, he could exploit this knowledge by performing malicious activities

outside the sampling interval. By increasing a sampled injection of malicious

packets, he could also extract the sampling rate information by observing the

reaction of the IDS in a trial and error fashion. Thus, a combination of a packet-

and time-driven mechanism could mitigate such problems by applying a random

chosen sampling interval within fixed boundaries.

Self-Regulation. Self-regulating sampling mechanisms have been presented in

[22], for instance a method managing the processor usage in a network device

through adaptive sampling in network security applications. The authors state

that a wide range of common network anomalies only require a single sample

in order to provide 100% accuracy of detection but there are also other net-

work anomalies which cannot be detected with a single sample. An example

is an anomaly which misuses a protocol for purposes which were not meant

for it. This requires more advanced techniques than a simple signature check.

Cryptographic mechanisms could be used to overcome such limitations. In [23]

an adaptive packet-level sampling method on different traffic fluctuations and

burst scales has been introduced. The method can dynamically adjust each

packet sampling probability depending on the magnitude of traffic fluctuation.

This approach achieves higher accuracy in contrast to random sampling meth-

ods. Another adaptive sampling method for anomaly detection algorithms has

been presented in [24]. The adaptive sampling described is a promising general

sampling technique that preserves well the traffic feature distributions and at

the same time is able to improve the detection capabilities of the system. A
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hybrid sampling algorithm combining both flow statistics and feedback to in-

telligently choose the packets to sample is presented in [25] in order to achieve

self-regulation. The sampling rate is determined by the current workload in

the cloud, and thus minimizing the effects to normal workload. By the CIDS

framework defined, an off-the-shelf IDS can be utilized in a cloud environment

by reducing and balancing the data collection (packet capturing, filtering, sam-

pling rate) and computation workload dynamically according to the resource

utilizations in the cloud. Another example of adaptive sampling systems is the

work presented in [26] that aims to effectively reduce the volume of traffic that

Peer-to-Peer (P2P) botnet detectors need to process while not degrading their

detection accuracy. The system first identifies a small number of potential P2P

in high-speed networks for botnet detection. In a 2-step approach first a sus-

picious host identification is performed by roughly sampling the traffic in order

to detect potential P2P bots quickly. Second an in-depth analysis with more

fine-grained detectors achieve an accurate detection on the identified hosts.

Applying sampling techniques in conjunction with a self-regulating IDS helps

to reduce the measurement overhead for an IDS in terms of CPU, memory or

bandwidth enabling the application of a partial IDS in future connected embed-

ded systems. Similar to the concept of partial networking, the IDS components

regulate their activeness such that in times of higher detection of malicious

actions within the network more packets will be sampled leading to a higher

resource consumption. On the other hand, in times of less or no detection,

the IDS components lower their sampling or might even partially turn off com-

pletely. Furthermore, by using adaptive techniques that regulate, for instance,

IDS relevant parameters or the sampling rate, the security level of a system can

be adjusted by preserving a controllable overhead on resources.

2.2. Cryptographic Mechanisms for Incident Detection

In contrast to the classical IDS based on e.g. statistical techniques, the fol-

lowing mechanisms are based on cryptographic schemes that can be exploited

for alert generation and thus provide incident detection capability. Apart from
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the functionality of cryptographic protection, alerts can be raised if characteris-

tics of the mechanisms fail, e.g. drifting sequence counters, incorrect decryption

of messages or mismatching hash digests.

Encryption Schemes

To the best of the authors knowledge no work could be found during the

writing of this article combining encryption schemes with IDS functionality and

sampling. However, one can distinguish between two types of secure data: full

encryption and selective encryption. Full encryption means that all transmitted

data is secured by cryptographic methods. These include the classic encryption

protocols on Ethernet such as MACsec, IPsec, TLS or SSH. Similar to the sam-

pling for IDSs, selective encryption mechanisms could be found mainly targeted

to secure the data transfer over Ethernet on several communication layers.

MACsec, for instance, provides hop-by-hop security for layer-2 of Ether-

net and is compatible with most of the Ethernet-based protocols. The data

transmission is secured with GCM-AES. Within the MACsec frame format a

Security Tag as an extension of the EtherType is defined that contains informa-

tion about the association number within the channel, a packet number for re-

play protection and to provide a unique initialization vector for encryption and

authentication algorithms which helps the receiver to identify the decryption

key. The Integrity Check Value (ICV) generated by the GCM-AES following

the payload guarantees that the packet was created by a node possessing the

correct key. In the case of mismatching ICVs the frame gets dropped. This

circumstance, failures in decryption or mismatching packet numbers could be

exploited to trigger alerts. The same applies to other encryption protocols, for

instance when HMACs in IPsec do not match. However, since each device on

a transfer route needs an implementation of the MACsec standard including

special PHYs on all physical interfaces, MACsec is not very common and there

are not many devices on the market. All components on a data path which

have to be secured need certificates or mechanisms for pre-shared keys. Other

protocols, according to [27], such as IPsec or TLS are very complex, suffer from
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context specific attacks, do not provide layer-2 security, or suffer from the lack

of interoperability between their different versions.

In the context of selective encryption on the one side, the encryption of cer-

tain portions of a message is understood reducing the overhead spent on the

encryption/decryption process. On the other side, selective encryption indi-

cates that a sufficient number of messages is encrypted providing the necessary

confidentiality for message transmission. This technique is mainly applied in

resource-aware environments such as WSN or Mobile Ad Hoc Networks. Two

methods are proposed in [28], alongside with a comprehensive literature survey,

for the selection of message encryption. The first approach encrypts all messages

and the second is based on the toss-a-coin approach in which approximately a

half of the data get encrypted. The selective approach, however, leaves nearly a

50% chance for an adversary open to inject or manipulate packets which get not

encrypted. The main application for selective encryption is in the field of image

and video streaming and was not defined for the utilization on event-triggered

messages. Further, the application in legacy-systems with legacy protocols is

difficult since the encryption and decryption process retrofitted in these systems

adds a significant delay to the original data transmission which makes it hardly

applicable for real-time critical protocols. Beyond that, failing encryption or

decryption could lead to a severe financial damage for instance in industrial

control applications since packets are not guaranteed to be delivered in their

deterministic time window. Since confidentiality in embedded environments is

often of a minor priority, encryption/decryption schemes could be neglected [29].

Hence, authentication processes might be sufficient for the most of the cases.

Message Authentication Codes

Selective authentication is similar to selective encryption. However, to the

best of the authors knowledge no comparable work could be found proposing

selective authentication for network packet security. Unlike the full authentica-

tion, selective authentication only helps to identify whether or not data is still

useful after being modified. A selective authentication approach presented in
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[30] is based on semi-fragile watermarks for vector geographical data.

Apart from the consideration of detection and protection methods separately,

the authors of [31] and [32] combine the two classes for network security. In [31]

a framework is proposed in which a multimodal biometrics or HMAC scheme

is used for continuous authentication. Intrusion detection is modeled as sensors

to detect the system’s security state in order to protect high security mobile ad

hoc networks. Intrusion detection in [31] is modeled as noisy sensors that can

detect the system’s security state (safe or compromised). Apart from Ethernet-

based networks the approach of combining intrusion detection with a protection

method is even proposed for the automotive CAN-bus. In [32] a simple intrusion

detection method for detecting malicious frames is presented. The basis for

this approach is that each electronic control unit is legitimately equipped with

a hardware security module. By applying a certain type of MAC (HMAC,

AES-CMAC, ...) and a counter within the proposed Domain Activation and

Domain Violation frames, Denial of Service, replay and impersonation attacks

can be detected and the driver notified about the risks.

Uncoupled MAC

Uncoupled MAC was originally described in [33] for securing network com-

munication between legacy devices communicating with protocols which do not

provide any security mechanisms. According to [34] and [35] many protocols

in the TCP/IP stack do not provide mechanisms to authenticate the source

or destination of a network traffic packet enabling to spoof the source address

which is used in many attacks. By introducing dedicated embedded plug-in

devices which are located interconnected to the legacy devices, authenticity and

integrity of data communication can be provided by a MAC uncoupled from the

original message.

Thus, for instance with respect to Fig. 2, if legacy device A is sending mes-

sages to B (mA→B), the embedded plug-in devices DA and DB are transparently

forwarding the original message but decapsulated from the original message DA

and DB are generating a MAC (MAC(mA→B)). DB is storing its generated
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...
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Fig. 2. Network scenario of the proposed concept [36]

MAC and waiting to verify it with the MAC generated by DA sent over a secure

communication channel. If the MACs are identical, data is accepted; otherwise,

data is tampered. The overlay communication channel does not influence or de-

lay the original traffic and, thus, prevents failures for instance through the MAC

generation. Furthermore, in [33], the proposed security concepts (authenticated

boot, direct attestation, key establishment) and the internal architecture for

MAC generation and verification have been described for the embedded plug-in

devices.

A more comprehensive approach of Uncoupled MAC was described in [36].

By introducing a further embedded surveillance device DX (Fig. 2) it is possible

to securely bring new embedded plug-in devices into the network within the so

called Setup Phase such that they can participate in the MAC generation and

verification process. Within the Runtime Phase, DX is used for aggregating

info, warning and error messages produced by the embedded plug-in devices.
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A further significant characteristic of Uncoupled MAC is the separation of the

Runtime Phase into a MAC Phase and an Idle Phase with a random duration

such that an adversary is not able to exploit the algorithm. By only generating

and verifying MACs within the MAC Phase, embedded plug-in devices only use

a certain amount of bandwidth in order to have a low and deterministic impact

on the original traffic (probe effect). By the predefined boundaries for the

random chosen number of packets n, defining the MAC Phase and the duration

of the Idle Phase α, a reasonable degree of security and additional overhead can

be adjusted. A combination of a packet- and time-driven mechanism mitigates

the problems of other systems described in the above sections in which n packets

are sampled in each time-driven interval α by applying randomly chosen values

within fixed boundaries. This combination allows the protection of event- and

time-triggered communication.

Further, in [36] the extension of the MAC packets with a sequence counter

and a timestamp was introduced guaranteeing the freshness and order of pack-

ets preventing replay attacks. Uncoupled MAC violations against the mentioned

extensions are stored as anomaly logs within each individual embedded plug-in

device and sent to the surveillance device. Besides a theoretical safety and secu-

rity assessment, the concept of a complementary applied IDS within the Control

& Management module is described. Thus, the combination of a protection- and

detection-based technique was originally considered.

In [29] an assessment simulation model for a simple scenario including Un-

coupled MAC is proposed. With the model, one is able to simulate bandwidth

utilization and Uncoupled MAC overhead as well as detection rates by examin-

ing different values for n and α for a scenario in which an adversary is randomly

injecting packets.

Compared to the approaches from the sections above, Uncoupled MAC has

the following advantages and drawbacks.

Advantages

• Plug-and-play capability for legacy devices in form of embedded plug-in
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devices

• Integration in networked devices ensured by the concept

• Retrofitted cryptographic protection for protocols without security mech-

anisms

• No influence on underlying communication (e.g. real-time aspect will be

preserved)

• Applicability to event- and time-triggered communication by the combi-

nation of a packet- and time-driven mechanism

• Functioning in communication intense systems by sampling (e.g. in switches

or cloud platforms)

• Adjustable security level and additional overhead by adapting Uncoupled

MAC parameters (e.g. in bandwidth-critical systems)

• Combination of a MAC algorithm with an IDS functionality mitigates the

lack of data integrity and data origin authenticity as with an IDS alone

Disadvantages

• Overhead on resources such as CPU, memory and bandwidth (but ad-

justable)

• 100% detection rate cannot be achieved due to sampling

For a holistic security eco-system, a hybrid system existing of the methods

shown in Fig. 3 is recommended. However, the main focus of this work is towards

the resource conservation and protection methods. The detection by utilizing

an IDS has already been proposed in [36]. More of interest is the interaction

of the protection by Uncoupled MAC together with a self-regulating sampling

method and the generation of alerts. On top of that a typical (more powerful)

misuse- or anomaly-based IDS could be employed that is taking the sampled

traffic as an input for in-depth intrusion detection. An alert analysis technique
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such as proposed in [37], on top of the resulting alerts from the protection and

detection method, could be used to find a consensus and to initiate further re-

action mechanisms, e.g. the reconfiguration or isolation of a network segment

through SDN. The proper consensus finding might be beneficial in safety crit-

ical environments since it can be used to reduce for instance false positives.

Uncoupled MAC allows to filter and sample for a certain protocol on a specific

communication flow in parallel for multiple instances. Through the verification

of n packets within a MAC Phase, not only packet- but also flow-based features

for a downstream applied IDS can be derived.

Detection 
(e.g. IDS)

Resource Conservation 
(e.g. sampling)

Protection
(e.g. HMAC)

Bandwidth, 
Memory, CPU load

DoS, Injection, 
Manipulation

Integrity, 
Authentication

Fig. 3. Combination of methods

3. Uncoupled MAC Algorithm Improvements

In this section improvements compared to the Uncoupled MAC algorithm

proposed in [29, 33, 36] are provided. Some of them are needed to enable an

IDS functionality of the Uncoupled MAC algorithm and therefore facilitate the

interaction with a typical IDS. Other improvements benefit the algorithm for

the conservation of resources, with a specifiable level of security, or makes it

applicable in a broader sphere and more effective.
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3.1. Master/Slave Negotiation

One change of the algorithm compared to the original design, proposed in

[36], is the negotiation between two communicating Uncoupled MAC partners

devices to generate or verify MACs. Instead of a more complex negotiation

between the securely communicating parties, the Uncoupled MAC partner that

originally initiated their communication becomes the master and the other one

becomes the slave. The direction of the data arriving first at one partner dictates

which partner is set to master.

Rather than negotiating between master and slave which device starts with

the generation/verification also defining the duration of the Idle Phase and

how many packets will be examined during the MAC Phase, only the master

is specifying this information and is communicating this to the slave. This

significantly increases the performance of the algorithm since the overhead of

the negotiation is prevented but the security aspect of randomly computing the

parameters is still guaranteed.

3.2. Integration in Networked Devices

A major improvement compared to the originally intended use of Uncou-

pled MAC working on dedicated embedded plug-in devices is the integration in

networked devices. In this mode Uncoupled MAC can also run on one inter-

face such as eth0 as shown in Fig. 4 enabling the application of the algorithm

as a piece of software running on end devices or networking elements such as

switches. This enables complete new fields of application for instance the uti-

lization of Uncoupled MAC on ECUs or domain controllers in the automotive

network domain.

In this mode of operation, a master and slave have to be defined at pro-

gram start. The designated master device initiates the secure communication

channel needed to pass status information and generation packets between the

Uncoupled MAC partners. Instead of two hardware interfaces, only one inter-

face is required and the internal ring-buffers for packet capturing are modified

in a way that one captures only incoming traffic, while the other captures only
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outgoing traffic (Fig. 4). The separation is necessary in order to fulfill the same

functionality of the architecture of embedded plug-in devices shown in [33] and

[36] that obviate the bridge interface br0.

Fig. 4. Integration of Uncoupled MAC operation in networked devices

3.3. Synchronization of MAC Phase Start

A bottleneck of the decapsulation of MAC and message as with Uncoupled

MAC is the start of the MAC Phases when making use of the proposed sampling

technique (MAC Phase and Idle Phase). Similar to the so called Two Generals

Problem, whose impossibility proof was first published in [38], the problem exists

when two communicating Uncoupled MAC partners should start their MAC

Phase. However, in the case of Uncoupled MAC different premises can be made

by having a secure channel built by a certificate-based key establishment and

an underlying time synchronization. By using a time synchronization protocol

such as the Precision Time Protocol (PTP) to synchronize the master and slave,

it is possible to facilitate accurate timestamps that can be used to synchronize

the start of the MAC Phase for both participants. This synchronicity is crucial

for guaranteeing a stable operation of the algorithm and minimizes the chance

of packets being missed by one partner. Therefore, after the Idle Phase with a

random duration α, a timestamp t0 is taken by the master at the beginning of the

Runtime Phase, to which an offset value toff is added. The value toff is at least

a half of the Round Trip Time (RTT) between the master and slave ( 1
2 ×RTT )

and should be as small as possible, leaving only a minimal time window for an

attacker to take advantage of. The resulting time value t1 (t0 + toff ) marks the
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start of the MAC Phase for both participants and is added to the regulation

packet that is sent to the slave, thus allowing both partners to start the MAC

Phase at the same time. The timing diagram in Fig. 5 depicts the timing

synchronization mechanism.

Fig. 5. Timing diagram for a synchronized start of a MAC Phase

3.4. Static Communication Mode

Depending on the network to secure, the embedded surveillance device pre-

sented in [36] may be omitted reducing the communication overhead towards

each individual Uncoupled MAC partner. Especially in static networks, in which

the number of Uncoupled MAC entities, communicating end-devices and thus

the IP-addresses are defined, the static communication mode significantly speeds

up the performance.

3.5. IDMEF Extension

The Intrusion Detection Message Exchange Format (IDMEF), an XML-

based language, was specified as a RFC document to standardize the interfaces

between intrusion detection, response and management components. Over the

last decade several public and proprietary system-level standardization initia-

tives arose but they all ended in criticism, yielded weak adoption or have even
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been withdrawn as stated in [39] pursuing a standardized format. IDMEF has

the advantages that the messages specified are well structured, the message

fields (i.e. tags and attributes) have rigorous syntactic and semantic definitions

and support better message expressivity [39].

A large number of popular IDSs (OSSEC, Barnyard2, Samhain, Surricata, ...)

or SIEM-systems are using IDMEF. To ensure compatibility with those systems,

Uncoupled MAC algorithm is extended by an IDMEF module. The proprietary

defined info/error/warning message is replaced with a standardized format al-

lowing a central authority to handle and manage security exceptions detected by

Uncoupled MAC violations. Such violations have been discussed together with

possible attack vectors and errors around the application of Uncoupled MAC in

[36] and are listed in the following.

• HMAC packet inconsistencies (Hash mismatch, HMACs are not received,

no HMAC for original packet, no feedback HMAC packet, ...)

• Sequence counter issues (Expected counter value is not within the toler-

ance window or counter value occurs twice, ...)

• Timestamp issues (Uncoupled MAC partners do not share the same time

base, timestamp in HMAC packets exceed tolerance windows, ...)

• Authentication issues (Authenticated boot fails, direct attestation not pos-

sible, verifying certificates fails, ...)

• Connection issues (Direct, secure communication between Uncoupled MAC

partners or surveillance device is terminated unexpectedly, a device does

not report its active state, ...)

The support for IDMEF not only equips Uncoupled MAC with an IDS ca-

pability but also allows the interoperability with other IDSs allowing to find a

consensus on alerts from various incident detection sources on a standardized

format. This benefits the usage of alert analysis techniques not only on the

devices themselves but also on a central more intelligent platform orchestrating
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different detection and reaction components as shown in Fig. 1 for systems that

can, according to [40], be arranged distributed or decentralized.

4. Self-Regulation Algorithm

An Uncoupled MAC self-regulation algorithm is proposed in order to adjust

the sampling parameters, the number of packets during a MAC Phase n and

the duration of an Idle Phase α, on-the-fly. This allows for a given percentage

q0 of packets to be sampled/examined, which can be regarded as the adjustable

security level, to increase or decrease the parameters n and α. This depends on

the number of detected incidents zD during a MAC Phase caused by Uncoupled

MAC violations with respect to Section 3.5 and the number of unmeasured

packets pn during an Idle Phase.

Fig. 6 shows a schematic control circuit illustrating the self-regulation. The

proposed mechanism might not only be applied for Uncoupled MAC but also for

an IDS capable of sampling. This self-regulation approach can be utilized for a

reasonable overhead and in the case of IDSs for a processable and manageable

amount of data while still adapting to the systems’ security state.

System Output
zD[k], pn[k]

Reference   
Value q0

Control           
n[k+1] and α[k+1] 

Uncoupled MAC System

-

Disturbance
(e.g. packet injection)

Fig. 6. Self-regulating sampling approach for Uncoupled MAC

According to the schematic from Fig. 6, formulas and algorithms for the

Uncoupled MAC parameters n and α are derived to obtain self-regulation.

4.1. Number of Packets n per MAC Phase

In Eq. 1 the number of packets to be examined in the next MAC Phase

n[k + 1] is calculated depending on the number of packets of the current MAC
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Phase n[k], the scaled number of packets identified by Uncoupled MAC detection

(zD[k]) and an intermediate value q[k]. This value q[k] is responsible to keep

the percentage of examined packets on a predefined value of q0 depending on

the number of unmeasured packets during the Idle Phase pn[k] (Eq. 2). The

more packets are deemed as faulty by the algorithm, the higher the number of

packets to be controlled in the next phase is set. However, if no Uncoupled MAC

violations occur, the percentage of packets to be examined retains its value of q0.

n[k + 1] = n[k] + ns · zD[k] + q[k] (1)

q[k] =

(
q0 −

n[k]

n[k] + pn[k]

)
· n[k] (2)

Where:

n[k + 1]: packets to check in the next MAC Phase

n[k]: packets checked in the present phase

ns: scale factor to set the impact of erroneous packets on the next phase

zD[k]: number of erroneous packets detected in the current phase

q[k] : percentage of packets to check in the next phase

q0: desired percentage of packets to check

pn[k]: packets not checked due to the Idle Phase

4.2. Waiting Duration α in the Idle Phase

In Eq. 3 the waiting duration α[k + 1] for the next Idle Phase is computed

depending on a random value Xr within fixed boundaries [αMIN , αMAX ] and

the scaled number of packets identified by Uncoupled MAC detection (zD[k]) of

the current MAC Phase.

α[k + 1] = Xr ∈ [αMIN , αMAX ]− αs · zD[k] (3)

Where:
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α[k + 1]: duration of the next Idle Phase

Xr: random value in range Xr = [αMIN , αMAX ] calculated in each Idle

Phase

αs : scale factor to set the impact of erroneous packets on the next phase

zD[k]: number of erroneous packets detected in the current phase

4.3. Formula Verification

A simple formula verification implemented in the Python programming lan-

guage shows the desired behavior of n[k + 1] and α[k + 1] depending on a

predefined percentage of 60% of packets to be examined (q0 = 0.6). The scaling

factors in this example have been chosen to be ns = 0.3 and αs = 0.4s. A

total number of 1000 phases (MAC Phase + Idle Phase) have been examined.

Xr is computed in each phase within the range of [2s, 3s]. Further, for each

phase, a random number of unmeasured packets can be determined between

the range [3, 5]. As shown in Fig. 7, two scenarios for detected packets (security

incidents) by Uncoupled MAC (zD[k]) are considered at 1
3 and 2

3 of the total

of 1000 phases. At 1
3 , a constant number of 4 packets was detected for 100

phases resulting in a clear increase of n[k+ 1] and a significant drop of α[k+ 1].

However, after no more packets were detected, the values for n and α leveled off

such that 60% of packets were examined again. At 2
3 , a steady increase of zD[k]

shows clearly that more packets can be examined expressed by a steady increase

of n and a shorter Idle Phase through a smaller α value. Thus, in a network

having an increase on malicious activities more packets can be examined. It

must be noted that Eq. 1 and 3 showing linear behavior regarding the term ad-

justed with zD. However, in some cases, for instance when a faster adaption of

n and α is desired, it might be necessary to consider non-linear behavior using

a non-linear function f(zD).

4.4. Algorithm Notation

In order to implement Eq. 1 and 2 that dictate the behavior of the self-

regulation system for the number of packets to be examined during a MAC
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Fig. 7. Verification of the self-regulation formulas

Phase, Algorithm 1 is proposed. In addition to the computation given by the

equations above, additional mechanisms must be added to the algorithm. One

mechanism is to prevent n[k + 1] from falling below a threshold value NMIN ,

ensuring that a minimum of packets is checked in each phase. Complementary

to this, an upper threshold NMAX must be defined to prevent n[k + 1] from

reaching a too high value, producing excessive overhead.

For the α value described in Eq. 3, Algorithm 2 is proposed. In addition to

the computation given by Eq. 3, two thresholds are added. These thresholds

prevent α from reaching a value less than αMIN or greater than αMAX . This

ensures that α is always a positive integer, not exceeding the specified Idle Phase

duration value.

5. Evaluation

The proposed self-regulation algorithm and the Uncoupled MAC improve-

ments have been added to the implementations presented in [33] and extended in

[36]. The programming language is native C using the libraries OpenSSL for key

establishment and HMAC-SHA-256 generation/verification in the MAC Phases,
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Algorithm 1: Calculation of n for the next phase k + 1

Input: zD[k], n[k], pn[k]

Output: n[k + 1]

Initialization : q[k]

Constants : NMIN , NMAX , q0, zs

1: q[k]← q0 − (n[k]/(n[k] + pn[k])) · n[k]

2: if (q[k] < 0) then

3: q[k]← 0

4: end if

5: n[k + 1]← n[k] + zs · zD[k] + q[k]

6: if (n[k + 1] < NMIN ) then

7: n[k + 1]← NMIN

8: else if (n[k + 1] > NMAX) then

9: n[k + 1]← NMAX

10: end if

11: return n[k + 1]

PF RING in combination with libpcap for packet processing and libprelude for

IDMEF support. The evaluation in this article deals with customized attack

scenarios in an environment targeted to exploit the weaknesses of Uncoupled

MAC’s concept of Idle Phases to show their impact on the detection capability

by also examining the trade-off of preserving resources. It is therefore no aim to

compare the IDS functionality with other attack detection mechanisms in this

work since Uncoupled MAC is a cryptographic scheme by nature and provides as

a side effect simple IDS functionality benefiting environments characterized by

resource constraints and static communication. Especially a large network data

diversity, not provided with the evaluation environment, is a mandatory aspect

to apply anomaly-based machine learning mechanisms in order to properly learn

the network behavior.
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Algorithm 2: Calculation of α for the next phase k + 1

Input: Xr, zD[k]

Output: α

Constants : αs, αMAX , αMIN

1: α← Xr − αs · zD[k]

2: if (α < αMIN ) then

3: α← αMIN

4: end if

5: if (α > αMAX) then

6: α← αMAX

7: end if

8: return α

5.1. Virtualized Environment

A virtualized environment is preferred compared to the Simulation Assess-

ment Model presented in [29] since the simulation is an idealized model of the

algorithm with many constraints such as the neglection of bidirectional commu-

nication. The virtualized environment behaves like an authentic evaluation with

real (embedded) devices since among others the hardware and network resources

and constraints can be evaluated as well. For more flexibility in carrying out

exhausting measurements evaluating various scenarios for trend estimation of

Uncoupled MAC behavior, the self-regulation algorithm might be implemented

as an extension for the Simulation Assessment Model in future work.

The virtualized evaluation environment is implemented on a virtual Proxmox

platform for scalability and flexibility. All machines as well as the intermediary

devices are virtual entities on the same virtualization host as illustrated in Fig. 8

including the associated hardware constraints.

In order to evaluate both, the plug-in and integrated mode, two Uncoupled

MAC Devices and two Legacy Devices are used. Testing in the integrated device

mode having only communication between the Uncoupled MAC Devices each
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evaluation ends up with the same results compared to the plug-in mode in

which the Uncoupled MAC Devices secure the Legacy Device communication.

To connect the Legacy Devices with the Uncoupled MAC Devices, a simple

virtual Proxmox-internal bridge is sufficient. The Uncoupled MAC Devices

are connected via an Open vSwitch (OVS) to allow port-mirroring and packet

injection by the attacker, which is connected to the same switch.

Proxmox virtualization management platform Xeon E5-2430 @2.20 GHz, 12 cores

Legacy Device (1)

Debian 9, 1 x KVM64 CPU, 512 MB RAM

Legacy Device (2)

Debian 9, 1 x KVM64 CPU, 512 MB RAM

Uncoupled MAC 
Device (2)

Ubuntu 17.04, 4 x KVM64 CPU, 1 GB RAM

Attacker Device

Kali Linux 2018.01, 1 x KVM64 CPU, 1 GB RAM

Open vSwitch

Uncoupled MAC 
Device (1)

Ubuntu 17.04, 4 x KVM64 CPU, 1 GB RAM

Fig. 8. Structure of the virtual evaluation environment

In the following evaluations for plug-in and integrated mode, the traffic be-

tween the Legacy Device (1) and (2) is secured by the Uncoupled MAC De-

vices (1) and (2) and originates from Legacy Device (1). For evaluation pur-

poses, the Internet Control Message Protocol (ICMP) is used in form of ICMP

echo-requests and corresponding replies. An Attacker Device is impersonating

Legacy Device (1) and is injecting packets to test the Uncoupled MAC detection

capability in different scenarios. In addition to this, several conditions and test

parameters are defined:

1. the interval between ICMP echo-requests is set to 500 ms simulating a

periodic communication

2. the standard size for an ICMP echo-request and echo-reply is used (98 bytes

total length, 48 bytes payload)

3. a maximum of 32 packets for n is checked per MAC Phase

4. a minimum of 8 packets for n is checked per MAC Phase

5. a maximum value of 50 (5 s) for α is determining the Idle Phase maximum
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for the attack scenarios continuous and stochastic, while α is set to 42

(4.2 s) as an Idle Phase maximum value for the single and burst injection

attacks; the details on each attack scenario are described in Section 5.2

6. a minimum value of 3 (300 ms) for α is determining the Idle Phase mini-

mum for all attack scenarios

7. Uncoupled MAC Device (1) is set as the master, Uncoupled MAC Device

(2) as the slave

8. the master device is responsible for HMAC verification, the slave device

is responsible for HMAC generation

9. the Uncoupled MAC Devices are synchronized via the PTP protocol, en-

abling precise start times for the MAC Phases on both devices and accu-

rate generation packet timestamps

5.2. Attack Scenarios

Focus of the following customized attack scenarios is to exploit the Uncou-

pled MAC algorithm’s Idle Phase times in order to inject spoofed data. In

those phases no packet authenticity and integrity checks are performed. Since

any other attack type (modification, replay or man-in-the-middle) as discussed

in [36] would also be detected due to Uncoupled MAC violations (Section 3.5),

only variations of packet injection attacks are defined to simulate different ad-

versary skill levels. In order to evaluate the reliability of detection and the

benefits of the self-regulated version of Uncoupled MAC compared to the non-

self-regulated one, the following scenarios are specified:

1. Continuous Injection - a single packet is injected in fixed intervals

2. Stochastic Injection - a random number of packets in a specific range is

injected at random intervals with a fixed minimum and maximum time

between injections

3. Bandwidth Low Injection - one (single) or multiple (burst) packets are

injected after a bandwidth low is detected indicating an Idle Phase

4. Weak Spot Injection - a single packet is injected immediately after the

Regulation Packet is sent out by the master and detected by the attacker
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For single and burst bandwidth low injection an intelligent adversary might

monitor the cycle of MAC Phases and Idle Phases and learns the average band-

width overhead in order to inject packets after a bandwidth low is detected

indicating an Idle Phase. One could say that an attacker who would be able

to only monitor the actual network traffic produced by Uncoupled MAC, e.g.

by monitoring Uncoupled MAC’s port number, would be able to inject packets

without measuring the bandwidth. He would though be able to see when no

generation and verification packets are exchanged indicating an Idle Phase (if no

heartbeat messages are applied) but could not determine an actual trigger value

because of Uncoupled MAC’s random parameters n and α. Thus, a learning

phase by a bandwidth measurement over multiple phases is necessary in order

to gain a dedicated trigger value for injection. It must be noted that these sce-

narios are rather theoretical since in a realistic network environment more than

two parties communicate resulting in an even higher bandwidth utilization with

fluctuations such that it might not be possible to determine the actual band-

width overhead by Uncoupled MAC in order to detect the Idle Phases through

bandwidth lows.

Weak spot injection assumes that an attacker is able to identify the reg-

ulation packet on the network data. However, as stated in [36], Uncoupled

MAC communication is transferred over a secure encrypted channel with ap-

plied heartbeat messages. Thus, on the one side the communication overhead

increases but leaves no possibility that an attacker is able to distinguish a regu-

lation packet from a heartbeat message. Since these features are complementary

depending on the desired security level and possible overhead, the evaluation

deals with a lightweight version not considering applied heartbeat messages.

5.3. Attacker Implementation

The attack scenarios are implemented using Python-based scripts. For con-

tinuous injection, the script is used to inject packets at an interval of two seconds

between injections. The stochastic injection sends a random count of attacker

packets apackets = [amin, amax] at random times ∆trandom = [∆tmin,∆tmax].
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Both scenarios could also represent a non-malicious behavior for instance when

a network participant acts as a so called ”babbling idiot” in sending out con-

tinuous or stochastic packets as a result of a malfunction. The latency of the

attacker script must also be considered in the evaluation of the continuous and

stochastic attacks. If, for example, the script is started during a MAC Phase,

the first injection may take place in the Idle Phase, resulting in a low detection

rate for the first phase. On the other hand, if the script is started in an Idle

Phase, a high detection rate might be achieved for the first phase. This non-

deterministic behavior of the attacker program results from first constructing

the attacker packet at the start of the script and the delay introduced by the

sockets.

For the bandwidth low injection, an intelligent attacker program is devel-

oped. This intelligent attacker program first sniffs 120 packets passed between

the two Uncoupled MAC partners in a learning phase. During this phase, band-

width data are computed and stored, which is then assessed in the processing

phase. This phase yields mean values for the upper, lower and middle band-

width. The mean values can then be used in the attack phase, in which the

bandwidth is continuously measured using a sampling rate of 10 ms. Then

packets are injected either in single (a single packet) or burst mode (e.g. three

packets) each time a bandwidth low is reached. The bandwidth low marks the

start of an Idle Phase for the attacker, thus leaving a confined time window for

an attack. An example bandwidth measurement of the attacker in an arbitrary

attack phase with injected packets when a bandwidth low is detected is shown

in Fig. 9.
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Fig. 9. Attacker bandwidth measurement and injected packets in detected bandwidth lows

5.4. Evaluation Metrics

For the evaluation of IDSs, especially for the problem of statistical classi-

fication, different characteristic values are used. One of the most important

notations is to use the parameters derived from the Confusion Matrix (Table 1)

as stated among other literature in [41]. This specific table allows the represen-

tation of the performance of an algorithm, typically used for machine learning

but in this context used to build a bridge towards Uncoupled MAC’s incident

detection functionality.

Table 1: Confusion Matrix for IDS evaluation

Actual Non-Anomaly Actual Anomaly

Predicted Non-Anomaly true negative (TN) false negative (FN)

Predicted Anomaly false positive (FP) true positive (TP)

Where:
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TP: intrusion/anomaly classified as an intrusion/anomaly

FP: normal event/behavior classified as an intrusion/anomaly

TN: normal event/behavior classified as a normal event/behavior

FN: intrusion/anomaly classified as a normal event/behavior

From the parameters of Table 1, formulas for the computation of many other

characteristic values (sensitivity, specificity, accuracy, etc.) can be derived. For

Uncoupled MAC, the following assumptions can be made: Due to the nature

of MAC generation and verification in a MAC Phase, no false positives can be

obtained (FP=0) since modified or injected packets can certainly be detected

to be true positives. Unexamined packets within the Idle Phase will either yield

true negatives in the case of non-malicious packets or false negatives in the

other case. The possible conditions for Uncoupled MAC in an arbitrary phase

are shown in the example of Fig. 10.

t

Malicious Packet

MAC Phase Idle Phase

Normal Packet

TN TNTP TP FNTN TN FP=0

Fig. 10. Confusion Matrix parameters for some Uncoupled MAC phase k

The quantity used to measure the efficiency of an algorithm’s self-regulation

and non-self-regulation is the detection rate since it is according to [25] the most

important metric for an IDS. For Uncoupled MAC evaluation it is defined as the

percentual value of the number of injected attacker packets versus the number

of these packets detected by the Uncoupled MAC algorithm. The detection

rate (DR) described in percent corresponds to the true positive rate (TPR) or

sensitivity derived from the Confusion Matrix which can be computed according

to Eq. 4. In the example from Fig. 10, for some phase k, TP = zD[k] equals 2

and FN = 1 yields a detection rate DR = TPR = 2
2+1 = 67%.
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TPR =
TP

TP + FN
(4)

6. Measurement Results

The results from measurements, taken within the evaluation environments

while multiple attack scenarios are executed, are described in the following sec-

tions. The values for non-self-regulation are set such that comparable to self-

regulation approximately (q0 × 100)% of packets are examined by default.

6.1. Continuous Injection

As described in Section 5.2, a continuous attack is carried out on both the

self-regulation and the non-self-regulation algorithm. In this attack mode, a

single attacker packet zD is injected into the network in fixed intervals of two

seconds. The scenario has been carried out ten times for each algorithm over a

total of 30 MAC phases. The mean values for the detection rates are calculated

for both the non-self-regulation algorithm and the self-regulation algorithm with

the following set of parameters for self-regulation: ns = 1.30, αs = 2.0, q0 =

0.75.

While the non-self-regulation version of Uncoupled MAC performs poorly

in this scenario, the self-regulation version produces a significantly higher mean

detection rate (Fig. 11). By adjusting the Uncoupled MAC parameters n and

α, the detection rate increases over runtime due to the increase of n and average

decrease of α following an exponential approximation curve for self-regulation.

However, both algorithms would reliably detect an attacker or a malfunctioning

device acting as a ”babbling idiot”.
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Fig. 11. Detection rate - continuous packet injection

6.2. Stochastic Injection

In this attack scenario the attacker sets a minimum and a maximum of

packets zi to inject. For this test, the interval zi ∈ [1; 4] was chosen. Further,

a minimum and maximum for the time between injections ti (in seconds) needs

to be fixed, which in this case is set to the interval ti ∈ [0.5; 10]. A number

of packets to inject (zi) and a wait time (ti) are selected randomly from the

respective interval. The attack is carried out 10 times over 30 phases with

the following parameters chosen for the self-regulation algorithm: ns = 0.80,

αs = 2.0, q0 = 0.75.

The mean values for the detection rates are calculated for both the non-self-

regulation algorithm and the self-regulation algorithm and illustrated in Fig. 12.

Compared to the continuous injection, the average detection rate is smaller

due to a greater difficulty to detect random injection. Further, the fluctuation

expressed by the curve is greater because of the mean computation of multiple

stochastic measurements. However, again the self-regulation performs better

than non-self-regulation.
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Fig. 12. Detection rate - stochastic attack mode

6.3. Bandwidth Low Injection

A more sophisticated attack scenario compared to the continuous or stochas-

tic injection is the exploitation of the Idle Phase by measuring the typical MAC

Phase and Idle Phase period and injecting packets when a bandwidth low rep-

resenting an Idle Phase is detected. Two subscenarios are performed. One in

which only a single packet is injected by an attacker and a second in which more

information is transferred in form of multiple injected packets.

Single Injection

Fig. 13 depicts the results of an attack carried out over a time period of 300

seconds for both variants of the Uncoupled MAC algorithm. The chart shows

the duty-cycle of Uncoupled MAC, alternating between MAC and Idle Phases.

The packets that are detected by Uncoupled MAC are shown in green, the

packets that were not detected are shown in red. While the non-self-regulation

algorithm does not exceed a detection rate of 20%, the self-regulation algorithm

detects about 50% of the attacker packets on average. When an attacker packet
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is detected by the self-regulation algorithm, the duration of the Idle Phase (α) is

reduced and the number of packets to be checked is increased (n) as described

in Section 4. Due to this behavior, the margin for packet injection is also

reduced, resulting in fewer possibilities for an attack, while the detection rate

of Uncoupled MAC increases. For this scenario the following parameters where

chosen for the self-regulation algorithm: ns = 18.0, αs = 25.0, q0 = 0.75.

By choosing stricter parameters, the impact of a single attacker packet on the

resulting behavior is greater than with the scenarios described in Section 6.1

and 6.2, resulting in a faster reaction compared to a detected injection in the

continuous and stochastic attack scenarios.

Idle

MAC

self-regulation

50 100 150 200 250

Time (s)

Idle

MAC

non self-regulation

Fig. 13. Packet detection per phase - single attack mode

Burst Injection

Fig. 14 depicts the results of an attack carried out over a time period of 300

seconds for both variants of the Uncoupled MAC algorithm. The chart shows

again the duty-cycle of Uncoupled MAC, alternating between MAC and Idle

Phases when three packets are injected per bandwidth low. The detected packets

are shown in green, the undetected packets in red. Again the margin for the
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attacker program is reduced by the self-regulation algorithm. In this scenario the

number of attacker packets introduced to the test network is greater than with

the single injection scenario, making the limitation of the attacker scope more

distinct. While 72 packets are injected with the non-self-regulation algorithm

having a detection rate of approximately 47%, only 21 packets are injected for

the self-regulation variant (detection rate of approximately 62%), due to the fact

that the self-regulation variant dynamically adjusts its behavior with respect to

the attacker packets detected. In this scenario, the same parameters as with

the single injection were selected for the self-regulation algorithm, again with

the aim to maximize the detection rate after an attack was registered as fast as

possible.

Idle

MAC

self-regulation

50 100 150 200 250

Time (s)

Idle

MAC

non self-regulation

Fig. 14. Packet detection per phase - burst attack mode

6.4. Weak Spot Injection

As described in Section 3.3, the ideal offset toff to start a new MAC Phase

initiated by the master in sending a Regulation Packet to the slave is 1
2 ×

RTT . However, in a practical implementation when referring to Fig. 5, toff

must include deviations for instance due to network jitter, processing delays
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for transmitting and receiving the Regulation Packet or delays considering the

timestamp and toff generation. Therefore it must be typically larger than

1
2 × RTT . Even if according to the concept the exchanged Uncoupled MAC

information is encrypted and thus an attacker cannot identify the Regulation

Packet directly, in this evaluation he might be able to exploit the small time

window after an Idle Phase ends until a new synchronized MAC Phase starts

(weak spot) to inject a malicious packet.

The injection of a single packet of the intelligent attacker described in Sec-

tion 5.2 is triggered immediately after identifying a Regulation Packet for a

total number of 15 phases. Due to the fact that the toff value is implemented

in both algorithms with and without self-regulation in an identical way, and

independent of the calculation of n and α values, the stated facts concern both

algorithms likewise. The detection rate of Uncoupled MAC for changing integer

multiples of the RTT is illustrated in Fig. 15 for Uncoupled MAC with applied

self-regulation. The average RTT in this scenario derived utilizing the ping

tool is 0.804 ms. The greater the value for toff , the less malicious packets are

detected. For a practical implementation of Uncoupled MAC, thus, values for

toff ∈ [1; 5[×RTT are recommended for this scenario in order to mitigate weak

spot injection. However, even a large value for toff of approximately 75×RTT

would still detect attacker packets under the set conditions. The graph states

further the estimated detection rate in network environments in which the Reg-

ulation Packet is delayed for instance due to overloaded network switches up to

a maximum of 100×RTT when applying self-regulated Uncoupled MAC.
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Fig. 15. Detection rate - weak spot injection

6.5. Uncoupled MAC Overhead

In this section two of the aforementioned disadvantages of Uncoupled MAC

are addressed. On the one side the additional network utilization is measured

including the presence of an attacker and on the other side the overhead on

resources based on a CPU and memory measurement required to perform the

Uncoupled MAC algorithm.

Network Utilization

Uncoupled MAC and especially self-regulation increases the overhead of net-

work utilization in presence of an attacker since its parameters are dynamically

adjusted due to the detection of the mechanisms’ violations. In order to show the

impact of different attacker behavior on the network overhead, the continuous

injection was modified such that the interval between each single packet injec-

tion is decreased over runtime simulating an increasing attacker load. Fig. 16 is

illustrating this scenario for an Uncoupled MAC setting of ns = 1.30, αs = 2.0,

q0 = 0.75, an underlying basic ICMP traffic with a total packet size of 1008 bytes
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and an attacker that injects packets after approximately 20 seconds. The range

of injection is [2, 0.25] in seconds having a decreasing interval of 0.05. The

attack is carried out 10 times showing the averaged curves in Fig. 16. Until

approximately 20 seconds no attacker packets are injected resulting in an over-

head of 8%. After approximately 20 seconds the injected attacker packets lead

to a steady increase of the total ICMP bandwidth. However, even if Uncou-

pled MAC detects the injected attacker packets and adjust its n and α values,

the overhead stays about the same with a slight increase to 9%. The reason

for this are the random MAC and Idle Phases that interfere for the averaged

10 attack measurements. In a real network environment the overhead by Un-

coupled MAC including self-regulation would therefore remain nearly constant

when considering the mean bandwidth utilization.

It must be noted that the overhead of Uncoupled MAC, even when an at-

tacker is present, depends on two factors. One impact is the security configura-

tion of Uncoupled MAC for instance whether using additional feedback messages

or not which would increase or decrease the overhead. For the network utiliza-

tion measurement no feedback messages are considered. On the other side the

packet size of the underlying protocol to be secured plays a major role. Inde-

pendent of this size, the size of Uncoupled MAC generation packets is fixed,

mainly characterized by the 256-bit HMAC. The percentual Uncoupled MAC

overhead would therefore increase for a minor basic packet size.
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Fig. 16. Bandwidth overhead in presence of an attacker

CPU and Memory Utilization

IDSs, especially complex machine learning based anomaly detection algo-

rithms, demand expensive resources [42]. Due to the nature of Uncoupled MAC,

a certain resource consumption overhead is present when verifying the integrity

and authenticity of a specified q0 percent of packets. Fig. 17 shows the CPU

(left plot) and memory (right plot) utilization of the self-regulated Uncoupled

MAC process with q0 = 0.75 carried out on the Uncoupled MAC Device (1) ap-

plying the psrecord and the Massif (Valgrind) tool. In particular, the memory

utilization is split into the heap and stack utilization.

The figure covers the Setup Phase with the key agreement, one Idle Phase

and one MAC Phase in generation mode for the Uncoupled MAC master. The

Setup Phase in the current implementation is quite CPU consuming but needs

to be done only once for each Uncoupled MAC connection setup (≈ 0-2 s). This

phase also results in fluctations of the heap and stack memory. After the Setup

Phase, a thread is created performing the HMAC generation and verification

which results in a constant heap and stack memory utilization of approximately
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8.45 kB (heap) and 5.14 kB (stack) for all subsequent Idle and MAC Phases. The

Idle Phases do not demand any CPU load since the master’s process suspends

for a random time depending on the value of α (≈ 2-10.5 s). In the experiment

after approximately 10.5 seconds the MAC Phase starts showing minor peaks

for each computed HMAC. The CPU overhead produced by Uncoupled MAC

even during MAC Phases is, however, decent with only approximately 10% on

average.
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Fig. 17. CPU (left) and memory (right) utilization of the Uncoupled MAC process

7. Conclusions and Future Work

In this work Uncoupled MAC has been presented as a protection-based secu-

rity technique improved and extended to work as a detection-based method as

well. By the sampling approach having MAC Phases and Idle Phases, a certain

security level can be adjusted with a balanced overhead on resource consump-

tion and network utilization. The proposed self-regulation mode examines a

specifiable amount of packets in network environments with security incidents

happening over the average runtime. However, the more malicious activities

are detected, the more active Uncoupled MAC becomes showing behavior of a

partial working IDS component. Applying self-regulation, malicious actions can

be detected quite fast and reliably compared to classical Uncoupled MAC.
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Securing layer-2 protocols is either complex to implement or popular IDS

solutions do not cover data link layer detection. Having a layer-2 support and

the functionality to work integrated in devices, Uncoupled MAC enables com-

pletely new fields of applications in a holistic approach. As a combination of a

protection- and detection-based method it can be applied as retrofitted security

add-on in dedicated embedded plug-in devices or as a software application run-

ning transparently in the background on end-devices or network elements while

utilizing tolerable resource consumption over the average runtime.

The concept of self-regulation shall be extended to other IDS systems per-

forming sampling in future research work and a more intelligent interaction, for

instance by applying alert analysis techniques. The basis by extending Uncou-

pled MAC with IDMEF is given for this. An even more intelligent sampling

mechanism based on a combination of statistics, local, global and feedback from

an IDS cluster as proposed in [25] could be added to the self-regulation in order

to further improve the interworking of detection and protection approaches with

resource conservation.

Since Uncoupled MAC, as a cryptographic scheme by nature, is only a pos-

sibility for incident detection providing basic IDS functionality, it might be of

interest to compare it with other attack detection mechanisms by examining

the trade-off between detection capability and resource consumption. Part of

further work is therefore to set up an appropriate evaluation environment, e.g.

[43, 44], with, among others, a larger protocol and network data diversity in

order to properly train the models for anomaly-based machine learning algo-

rithms, for instance Loda [45], and integrating known attack scenarios such

that also misuse-based IDS can be compared.

Especially targeted towards future-orientated IoT-enabled applications, Un-

coupled MAC shall be implemented in an even more lightweight variant ap-

plying for instance the lightweight MAC Chaskey [46] or LMAC [47] for MAC

generation and verification together with the MQTT protocol for lightweight

Uncoupled MAC partner communication. By using a more lightweight MAC

function, the additional overhead not only from a CPU but also from a memory
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point of view can be reduced. From the bandwidth utilization perspective, using

for instance LMAC, can decrease the load by using the 64-bit digest instead of

the 256-bit HMAC mainly determining the generation’s message size.
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