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ABSTRACT

In this demonstration, we present POSSDM (POSTECH Situ-
ation based Dialogue Manager) for a spoken dialogue system using
a new example and situation based dialogue management tech-
niques for effective generation of appropriate system responses.
Spoken dialogue system should generate cooperative responses to
smoothly lead the dialogue with users. We introduce a new dia-
logue management technique incorporating dialogue examples and
situation-based rules for EPG (Electronic Program Guide) domain.
For the system response inference, we automatically construct and
index a dialogue example database from dialogue corpus, and the
best dialogue example is retrieved for a proper system response
with the query from a current user utterance and a discourse his-
tory. When dialogue corpus is not enough to cover the domain, we
also apply manually constructed situation-based rules mainly for
meta-level dialogue management.

1. INTRODUCTION

Most of the previous spoken dialogue systems have been de-
veloped with state-transition based approach. In this approach, a
system response is determined by the fixed state transition using a
finite state model. This approach guarantees fast system built-up
and easy dialogue modeling. However, this approach is not flexible
to handle various natural language dialogue phenomena, because
the next state of the dialogue is strictly determined by the fixed
state-transition network. The domain portability is also poor be-
cause we have to re-design the whole finite state model for a new
domain. To overcome these restrictions, we suggest a situation-
based dialogue management which is free from rigid state tran-
sitions. We have also developed an example-based technique to
automatically build and index an effective domain dialogue model.

2. SPOKEN DIALOGUE SYSTEM OVERVIEW

An overview of the whole dialog system is shown in Fig. 1.
Our speech recognizer was developed based on open source HTK
(Hidden Markov Model Toolkit) [1]. The ASR (Automatic Speech
Recognizer) generates n-best recognition list for our SLU (Spoken
Language Understanding) module.

The SLU module was constructed by a concept spotting ap-
proach [2] which aims to extract only essential factors for pre-
defined meaning representation slots (e.g. channel, program, and
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Fig. 1. Overview of POSSDM System Architecture.

genre for an EPG guide domain). Although this method was re-
garded as a partial understanding approach, we can acquire neces-
sary information to lead the dialogue from the extracted semantic
slot values because the slots are properly designed for a specific
domain-oriented understanding task.

The dialogue manager module achieves a task completion goal
of specific domain task through a series of interactions with users
using the results of the SLU dialog frames. Dialogue manager
makes system concepts to generate system responses using a dis-
course manager and domain expert modules based on a current
situation of the dialogue. After determining the correct system
concepts, the language generation module makes generic system
responses including slot names. Then, the system utterances are
generated by filling slots in a domain-specific generation module
linked to the domain expert.

3. SITUATION-BASED DIALOGUE MANAGEMENT

To determine the system responses, instead of relying on a
finite state transition network, we consider the current situation
of the dialogue including a user’s intention (dialog act and main
action), a semantic frame, and a discourse history. Inspired by
O’Neil et al.’s work [3], the situation-based dialog management
leads the dialog using the rules which reflect the current situation
of the dialog and was implemented as an object-oriented architec-
ture for easy domain extension and portability. The situation-based
rules will be one of the three kinds:



= Situation-action rules : rules for describing system’s actions
under the current situation.

= Constraints-relax rules : rules for relaxing some constraints
on database queries.

= Frame-resetrules : rules for restarting a new dialogue frame
for the case of domain switching and dialogue closing.

As shown in Fig. 1, using these rules, the discourse manager
decides only generic dialogue strategy which is domain-independent.
This generic strategy is inherited to the domain expert which has
its own dialogue history, semantic frame, and situation-based rules
to manage domain specific dialogs.

4. EXAMPLE-BASED DIALOGUE MODELING

For effective situation-based dialog management, we need to
construct enough rules manually for domain specific dialog mod-
els and it is often time consuming. For more efficient and do-
main portable dialog model construction, we devised an example-
based technique which is able to automatically generate system
responses from dialogue corpus. It alleviates the human labor ef-
fectively.

For a dialog model, we should make the query key to search
the matched dialog examples. The constraints of the search con-
sist of the current dialog situation such as user intention, semantic
frame and discourse history. However, in some cases, we need to
relax the constraints to do a partial match. The relaxed constraints
only involve user intention from the SLU module.

When the retrieved examples are not unique, we choose the
best one using the utterance similarity. The utterance similarity
values include the lexico-semantic similarity and the discourse his-
tory similarity. The lexico-semantic similarity is defined as an edit
distance between utterances of users and the examples. The degree
of the discourse history similarity is a cosine measure between the
binary vectors that are assigned the value 1, if the slot is filled, and
0, otherwise. Fig 2 illustrates an overall strategy of the example-

based dialogue modeling.
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Fig. 2. A strategy of an example-based dialogue modeling.

Although the dialogue examples are able to generate appropri-
ate responses for most of the dialogue situations, some situations
require the meta-rules for leading the dialogue. For example, if the
retrieved dialogue example result is absent, the system should give
an alternative suggestion. To deal with these special situations,
some manually designed situation-based meta-rules were used to-
gether.

5. POSSDM IMPLEMENTATION

The POSSDM framework was implemented using a C++ and
visual studio. The snapshot of the POSSDM operation is shown in
Fig. 3 including the dialogue processes and scenario example of
an EPG Task.
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(a) A scenario example of EPG task.

M >

Fibuation B,

Syl i
pan | ssn [ s | paog [ guteanan [ Lan [|<— Process Log Tab

LEER IR KBS C2Hk= M G117 (Then, shen do the KBS dramss start?)

LEER * geurleom KBS deu-la-me-neun eonje ba-ji?

[SYSTEN AN B 7 | TESWE UANTE | 24 BT CKETHAM YOS ASEICH

(Goua- ) Jag-pak-eun nas-sia 11 be on ut KBS at § p.n. sharp. and “fna-Heoch seoreryeo-nifi Wil start on KES at 10 oo,
sharp. )

ST 2051 Jeorg-gag v KIS =560 “Baure} Jog-gat-aun res—seebk|“-lol, 51 Jeong=gag s VIS -e5a0 “Hesmsin -aul si-
i earhebrni-dh.

LEER o #Ol $3FW? [ Wo's the min charecter in “Hae=sin™? )

LEER * hagesin juein-gomei e i?

SYSTEN KEEHA CHEY SATE SR HUCH [ The lesd sctor in “Hee-gin” on K83 is “Sulong, Chol®.)

YN KBS -0 "han-in" -l £ |-y n-iu et boreg - ib-hi -,

LEER A =R, ( Presse record it for me. )

LEER @900 nog-hes-fae-j w0, Dialogue Window

SYSTEN ANE SERISANEUCH (1 vill record Hae-sin™.)

WETEN ¢ heesineeul nog-hwe-hed-deu- || -9es-sa-ni-du
O Input

t 1

(b) POSSDM framework

Fig. 3. The snapshot of POSSDM operation.
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