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Abstract

Safety critical systems are very important constituents of our lives. We use them daily and often without realizing it. For example, they can be found in control unit of a railway brake system, in aircraft’s cockpit, inside missile guidance systems and many others. Because their failure can cause tremendous consequences, quality of these systems should be continuously assessed and improved.

Assessment of quality of safety critical systems should be transparent, objective and automated. By having quality assessed in these manners, the assessments’ results are meaningful and can be also used for future comparison. One of the options for quality assessments are the software metrics. Their usage can produce fine data for system quality evaluation and also can point to weak parts of given system. Having the knowledge of the weak parts, the effort for improvement can be aimed directly at them. By improving specific part of the system, the overall quality can be enhanced heavily.

The topic of this work is the quality of safety critical software systems. For better understanding, the quality and safety critical systems will be discussed before the approach of assessing quality of safety critical system is described. Based on the assessment, method for quality improvement of safety critical system will be introduced and described.
1 Introduction

Nowadays, computers are almost everywhere. Besides personal computers which we are used to use on a daily basis, we can find them in many other devices. The endless list of devices having computer inside can start with smart tooth brushes measuring frequency of usage and can finish with very sophisticated safety critical systems orchestrating the train engines and brake systems. No matter which kind of computer is chosen, one thing is important overall – the quality of the inner software system. Although the quality is important in all the devices, it becomes crucial when the safety critical software systems are considered. The reason is evident – while failure in the software of smart tooth brush will at worst provide a meaningless statistic, the failure of safety critical software can endanger human lives and generate immense financial loss. The responsibility of safety critical systems indicates the importance of having quality of these systems assessed and also shows reasons why we should be trying to improve it constantly. The aim of this thesis is to bring meaningful survey into the area of assessing and improving quality of safety critical systems.

To improve the quality, firstly, we should be able to assess it. Usually, the assessment of quality of the safety critical systems is done by external authorities who are experts in the domain. The issue with assessing quality by experts lies on the subjectivity of the evaluation. For that reason, the requirements for assessing quality of safety critical system should be to have it transparent, objective and automated. The transparent, objective and automated assessment can produce meaningful results, which can be used in the future by other practitioners and also makes them comparable by each other. One of the means for assessing software quality is the software metrics. Usually, large number of software metrics can be measured automatically, generally with the high level of transparency and possible repeatability. The results produced by metrics measurement create data, which can point to weak parts of the system and help in quality assessment of the system. The assessment of software quality can be done by evaluation of the results of the metrics measurement.

The quality improvement can be done in several ways. One of possible ways for doing that is to select one or several important metrics from the set of metrics used for quality assessment and enhance the system according to them. By improving the system according to the important metrics, great improvement in software quality can be achieved. This approach can be very useful in the situations, where several weak parts of the system were identified as vulnerable or weak and where the budget of resources to improve it is limited. The concept of metrics importance can help to indicate on which part of the system we should focus firstly and to alleviate the overall process of improvement.

The thesis will cope with the topic as follows. Firstly, the general term quality will be revealed and perspectives on the software quality will be discussed. Software metrics as one of the major means in quality assessment will be introduced and their connection with software quality over the software quality models will be defined. Lately, the area of safety critical systems and methods used for their implementation will be covered. Afterwards, with theoretical background from previous parts, the quality evaluation of safety critical systems will be discussed with focus on evaluation of one particular real-world safety critical system. Later on, the topic of improvement of quality of safety critical systems will be explored. Subsequently, importance of metrics will be described and several methods will be discussed which usage can lead to system improvement. One of the methods will be
selected and deep analysis of its appliance to certain real-world safety critical system will be shown. Finally, the last section will provide conclusion about gathered results and several possible directions of future research will be discussed.
2 The Quality
To be able to understand the term of software quality, it is necessary to start with the definition of the quality itself. Quality is a term which anyone of us knows and use on everyday basis. We often use the word quality for expressing our satisfaction with some product or service. The quality has been here for long time and several styles of definition were coming up in previous decades. For example, so-called quality guru Feigenbaum [1] defines quality as:

“Quality is a customer determination, not an engineer’s determination, not a marketing determination, nor a general management determination. It is based on upon the customer’s actual experience with the product or service, measured against his or her requirements – stated or unstated, conscious or merely sensed, technically operational or entirely subjective – and always representing a moving target in a competitive market. Product and service quality can be defined as: The total composite product and service characteristics of marketing, engineering, manufacture and maintenance though which the product and service in use will meet the expectations of the customer”.

As we can see, Feigenbaum’s definition of quality is primary targeted on the customer and on the meeting of his needs. Another definition of quality provides Crosby [2]:

“The first erroneous assumption is that quality means goodness, or luxury or shininess. The word “quality” is often used to signify the relative worth of something in such phrases as “good quality”, “bad quality” and “quality of life” - which means different things to each and every person. As follows quality must be defined as “conformance to requirements” if we are to manage it. Consequently, the nonconformance detected is the absence of quality, quality problems become nonconformance problems, and quality becomes definable”.

As opposite to Feigenbaum’s definition of quality, Crosby is highlighting the importance of the conformance with requirements. Another definition of quality is provided from Stewhard in [3]:

“There are two common aspects of quality: One of them has to do with the consideration of the quality of a thing as an objective reality independent of the existence of man. The other has to do with what we think, feel or sense as a result of the objective reality. In other words, there is a subjective side of quality”.

The Stewhard’s definition can be considered as both highlighting the necessity of meeting customer needs and conformance to requirements. According to [4], these two approaches stand for the major philosophies of defining quality by quality gurus. Another quality definition can be found in ISO 9000 [5], which defines quality as follows:

“Degree to which a set of inherent characteristics fulfills requirements (...) where the requirement is lately defined as a need or expectation”

Similar definition is introduced by The American Society for Quality [6] which defines quality as:

“A combination of quantitative and qualitative perspectives for which each person has his or her own definition. In technical usage, quality can have two meanings: a. The characteristics of a product or service that bear on its ability to satisfy stated or implied needs; b. A product or service free of deficiencies".
Another definition is outlined by Six Sigma [7], which defines quality as “Number of defects per million opportunities.”

The wideness of quality definitions and its usage in many industries can also be seen on Wikipedia [8], where the quality is defined in 8 different articles (Quality business, Quality philosophy, Quality physics, Quality assurance, Quality factor, Energy quality, Logical quality and Vapor quality).

We can see from previous examples that the spectrum of possibilities how to define quality is quite broad and it is useful to put the quality definition into a context, otherwise the term can be understand in many ways. Because software domain is sufficiently extensive, it has its own quality definition. The topic of software quality will be discussed in the next section.

2.1 Software Quality

2.1.1 Introduction
In the previous section, the general term quality was discussed. In this section, we will focus more on software quality itself. As we could see in the previous part, there are plenty of definitions of quality. Similar situation is in the software domain, where several definitions of software quality can be found. In the next paragraphs, the most known definitions are presented.

2.1.2 Definition from Pressman
“Conformance to explicitly stated functional and performance requirements, explicitly documented development standards, and implicit characteristics that are expected of all professionally developed software” [9].

2.1.3 Definition ISO 14598-1
“The totality of characteristics of an entity that bear on its ability to satisfy stated and implied needs” [10].

2.1.4 IEEE Definition
“The degree to which a system, component, or process meets specified requirements. The degree to which a system, component, or process meets customer or user needs or expectations” [11].

We can see that all three definitions provide quite similar look on what the software quality is. The intersection between them is a conformance to “stated” requirements or needs, which can be found across them. The first two definitions also work with the term “implicit characteristics” or “implied needs” that can be seen as a prolonged definition of “stated” requirements from the view of inner software content. The last definition puts on place the term “meets customer or user needs”, which brings it closer to the Feigenbaum’s definition [1] of general quality than the other two definitions.

2.1.5 Software Quality Evaluation
The definition of the concept of software quality brings the possibility to evaluate it. The software quality evaluation can have many stakeholders – for example, software quality assurance team, customers, management etc. Any of these stakeholders has his or her particular intentions in the whole software developing process, but all of them have the same target – to have software with a good quality. Nevertheless, all three definitions stated above are still quite general for the purpose of software quality evaluation. For this reason, we need to define a method for evaluation of software quality. One method for evaluation of software quality is the software quality models.
2.2 Software Quality Models

2.2.1 Introduction
Models can be seen all around us. We use models for project managing (waterfall / agile), models for cost estimation (COCOMO) etc. The purpose of models usage is to lower the complexity of particular topic. One of the main reasons for using software quality models for quality evaluation is that they reduce the concept of quality into a few manageable parts. The overall software quality is described by division into quality attributes, which are connected with particular software characteristics. We can see the software quality models as a mean to evaluate the software quality by defining quality characteristics and metrics for their measurement.

At the moment, there are plenty of software quality models. For proper understanding of the issue of assessing the software quality by the software models, we will firstly need to define the software quality model itself.

The definition of software quality model in [12] is quite simple and understandable:

“A model with the objective to describe, assess and/or predict quality”.

We can also find another definition in [13]:

“Quality model is set of characteristics and the relationships between them, which provide the basis for specifying quality requirements and evaluating quality”.

For our purposes, we will use adjusted definition of software quality model from [14], which is more concrete:

“Software Quality Model is a set of factors, criteria and metrics (characteristics) and the relationship between them. These relations provide the basis for specifying quality requirements and evaluating quality”.

The term software metrics is used here but we will define it later. With the term software quality model defined, we can describe some of the most known quality models for obtaining better understanding of how the software quality can be evaluated.

2.2.2 McCall’s Quality Model
McCall’s quality model is one of the most known models and was used as a predecessor of today’s quality models. Importance of this model is highlighted by the fact, that the McCall’s model was used as a foundation for the ISO 9126 quality model [13]. The model was named according to the main author Jim McCall and was developed in collaboration of US Air-Force Electronic Systems, the Rome Air Development Center and General Electric in the 1970s (this model is also known as “General Eletrics Model of 1977”).

The lack of accepted definition for software quality and confusion in selection of quality goals for software were the main motivations for the model creation. The hierarchical three-level quality model was introduced – the idea of McCall’s Quality Model is that the quality factors should provide a complete software quality picture [15]. The model is based on clear identification of relation between quality factors, criteria and metrics. The quality is identified via three perspectives:
1) Product operation – ability of the product to be quickly understood, operated and capable of providing results to the user.

2) Product revision – ability to repair changes, error correction and system adaptation.

3) Product transition – ability to adapt to new environments.

Each of these perspectives is connected with its own “quality factors”. So-called quality factors represent external view of the software from a customer or user perspective and describe different types of system characteristic. The model contains 11 different quality factors, each with relationship with a quality perspective. These quality factors are: correctness, reliability, efficiency, integrity, usability (for the product operation perspective), maintainability, flexibility, testability (product revision perspective), portability, reusability and interoperability (for product transition perspective).

The second level of the model is formed by “quality criterions”, which are attributes to one or more of the quality factors. The quality criterions represent an internal view of the software as seen by developer. The model contains 23 different quality criterions such as traceability, self-descriptiveness, consistency and so on.

The third level of the model is formed by “quality metrics”, which measure the particular attributes of software. The reason for having metrics in the model is to provide method for measurement. The model consists of 41 defined metrics. These metrics can be measured at various moments during development to give indication of software quality.

Application of the model is described by McCall in four steps:

1) Deduce quality factors based on the characteristics of the system.

2) Trade-off and prioritize the quality factors based on the needs of the customers/users.

3) Deduce related quality criteria and metrics using the framework.

4) Base specification, design, coding and testing on the deduced factors, criteria and metrics.
Boehm’s software quality model [16], [17] is another example of hierarchical model and has similar structure as the McCall’s quality model. It is considered as another predecessor of today’s quality models [18], mostly because broadens the McCall’s quality model. Boehm introduced his model later then McCall and put more emphasis on the software maintainability. The maintainability in the Boehm’s quality models is a quality factor which consists of three another factors – the testability, understandability and modifiability. This makes the maintainability dependent on testability. The model begins with the base point – general software utility – which represents the overall system quality. The general software utility is an aggregator of three factors:

1) As-is utility – how well can be the software product used as it is.

2) Portability – how easy it is to modify, understand and retest the software product.

3) Maintainability – how difficult it is to use the product when the environment changes.

These three factors are aggregators of another 6 factors (portability is also one of the factors, so the overall number of factors is seven). These quality factors are reliability, efficiency, human engineering (aggregates of As-is utility factor), testability, understandability and modifiability (aggregates of maintainability).

The factors are further divided into criterions, which represent lower level of software characteristic. In the Boehm’s model, there are 12 quality characteristics: device independence, completeness,
accuracy, consistency, device efficiency, accessibility, communicativeness, structuredness, self-descriptiveness, conciseness, legibility and augmentability.

The criterions can be measured with 151 metrics whereas each metric is defined in form of a question, so they form a checklist. Boehm’s model, in contrast with McCall’s model, applies only to code, so it puts no emphasis on documentation, processes etc.

![Boehm's Quality Model](image)

**Figure 3.** Boehm’s Quality Model

### 2.2.4 ISO 9126 Quality Model

ISO family standards are well known, especially because of the ISO 9000 [5] series for process quality standards. The ISO 9126 was designed to bring standardization into the area of software quality. The standard has been evolving in the last decade quite heavily. Therefore, nowadays the whole standard consists of four parts. These parts are: ISO 9126-1: Quality Model [13], ISO 9126-2 External Metrics [19], ISO 9126-3 Internal Metrics [20] and finally, ISO 9126-4 Quality in Use [21]. Recently, the ISO 25000 [22] as the successor of ISO 9126 was introduced, but because it is still under development, it will not be considered in here.

The quality model itself is described in the document ISO 9126-1 [13]. The ISO distinguishes between three points of view regarding to the software quality. The quality can be seen from internal, external or so-called “in-use” perspective. The documents for ISO 9126-2 [19], ISO 9126-3 [20] and ISO 9126-4 [21] provide set of metrics for measurement quality from particular perspectives. The external
metrics provide quality evaluation of the system concerned as the system was running in a simulated environment with prefabricated data. Conversely, the metrics used for measuring the quality in use measure the effect of the software on users while the system is running. The metrics used for measuring the internal quality are focused on assessing the products quality characteristics, which do not have to be seen from outside world (for example, the maintainability).

The quality model of ISO 9126 is hierarchical and extends the quality models of McCall, Boehm etc. The model has three hierarchical levels, whereas the top level consists of six quality characteristics. The characteristics are functionality, reliability, usability, efficiency, maintainability and portability. In case of quality in use part, we need to add another four characteristics: effectiveness, productivity, safety and satisfaction. The characteristics for internal and external quality are further divided into 27 sub-characteristics. For example, the characteristic usability is connected with sub-characteristics understandability, learnability, operability, attractiveness, usability compliance. The sub-characteristics can be measured by the sets of metrics provided by the standard. The metrics proposed in the standard can be amended by metrics defined by user.

Figure 4. Linking parts of the ISO 9126 in Product Environment
2.2.5 Problems with Quality Models

Even though the quality models represent a quantitative and systematic way of assessing software quality, we should still keep in mind that sometimes, their usage can be tricky. The issues of quality models have been discussed many times. For example, choosing a model for the purpose of software quality evaluation can be challenging [23] and organizations that want to use a quality model should be very familiar with their definitions. For example, in [24] we can see that even comparison articles of software quality models can give different points of view on the same models.

Furthermore, there is uncertainty about how much can a quality model help with software quality evaluation. The article [25] brings interesting findings about quality models applied on the same projects. The authors claim that different quality judgments can be gathered from evaluation of the same projects by usage of different quality models.

Nevertheless, we can still say that the quality models can be very useful when helping with evaluation of software quality and they can illuminate the way of achieving quality software. Usage of quality model also pushes the users to start thinking about quality in the beginning of the software life cycle and to control the quality all over its stages. At the moment, there are plenty of quality models and user is able to choose the most suitable for his needs. On the other side it is need to be
said that quality models should be chosen by experienced people in organizations with strong knowledge of their usage.

2.3 Software Metrics

Software metrics are used for measuring particular software sub-characteristic and are well-known means for software quality analysis [26]. We can see them as a mean for software analysis, which can be very helpful not just for software engineer and quality assurance analyst. The main aim of particular metric is to give the straight impression about evaluated software to whoever will be interested in this information.

We can sort software metrics to categories according to their usage. One of them is the program metrics used for measuring inner characteristics of an inspected system (i.e. number of lines of code, number of methods etc.). A subset of these metrics is a collection of object-oriented metrics and their goal is to measure the object-oriented software. Another example of different metrics can be the metrics relevant to project management (number of commits per day etc.).

There is a huge amount of object-oriented metrics and many of them were the subject of research and examination in the past [27]. Quite broad amount of metrics is provided by the quality models itself. It is common to group metrics into metrics suites according to their features or authors of the metrics. Most known metric suites are Chidamber’s and Kemerer’s metrics suite [28], Li’s and Henry’s metrics suite [29], Bieman’s and Kang’s metric suite [30] and Hitz’s and Montazer’s metric suite [31]. Metrics from different suites can be used for quality evaluation with different software quality models.

There are many questions which user of metrics needs to be aware of before using them. First of them can be how to relate metrics to particular quality sub-characteristic. This important question is fortunately answered in some of the quality models. For example, the ISO 9126-3 [20] defines set of metrics, which can be used for evaluation of particular sub-characteristic but the model also contains information that “The user of these technical reports may modify the metrics defined, and/or may also use metrics not listed.” User can arbitrarily enhance the metrics used to measure the quality according to his intention; he can even remove some of the metrics or add another. We can see that the metrics’ set is not invariable even for ISO 9126-3 [20] and depends heavily on point of view of the person preparing the quality model, evaluator of the system, the inner software characteristics etc.

Another issue is connected with the wide range of metrics. At the moment, there are a lot of available metrics and it can be misleading to say which metric should be used for measuring particular software sub-characteristic. Answer to this question is not simple and depends on character of the software, purpose of metric usage etc. In [25] we can find that “Metrics are of little value by themselves unless there is empirical evidence that they are correlated with important external (quality) attributes”. This gives us partial answer to the question: the important software sub-characteristic needs to be identified and connected with proper metrics, before the metrics are measured. The metrics chosen for specific attribute have to be selected carefully and have to be correlated with the sub-characteristic. Otherwise the result of measurement can be wrongly interpreted. As there is a wide range of possible metrics that can be chosen for particular sub-characteristic, we need to consider the suitability of a metrics carefully.
If we choose our metrics’ set and have all of the metrics connected to quality model software sub-characteristic, we can still question the metric’s suitability for selected sub-characteristic. We can see the suitability as a metric’s “weight” in connection with evaluated sub-characteristic. The problem of metrics’ weight is still open. The problematic was partially discussed in [14], where the author connects metrics with quality attributes and defines their weight by categorizing them into groups with names as “related”, “highly related”, “inversely related” etc. Another approach can be found in [32] and [33], where the authors use special method for classifying metrics weight.

The next question is connected with software metrics’ thresholds. If we measure particular system, we need to evaluate the gathered results and say whether the results are in defined ranges or too high / too low. At the moment, there are no standardized metrics’ thresholds which could be used without exception to any software system. The problem in here is that the same software metric can give different results according to measured system character, used measurement tool, used software language etc. For example, metric Deep of Inheritance Tree (which, simply speaking, measures depth of a class within the inheritance hierarchy) will have different results for a class in Java (all classes derived from Object class by default) and in C++. The problematic situation with metrics thresholds, metrics usage etc. will be covered in the next sections.
3 Safety Critical Systems

3.1 Introduction
Nowadays, safety critical systems are widely used and we can encounter them in many domains. It is possible to observe their growing employment in the transportation industry, where they can ensure many functions. We can find them in airplanes, space shuttle’s cockpits or inside railway interlocking systems. Safety critical systems have to meet demanding criteria to get the permission for usage in such exacting environment because usually, they are responsible for lives and property. Consequently, safety critical systems should be designed and implemented with consideration of their responsibilities.

The main aim of this section is to introduce the area of safety critical systems and bring meaningful survey of lately used techniques in this domain. All described systems have been recently developed for railway or subway industry usage and various techniques were used for their implementation. Comparison of used techniques can firstly, examine their particular advantages and drawbacks and secondly, give advice for their future application.

3.2 Safety Critical Systems - Definition
Today’s society is very reliant on computer technology and we all are surrounded by computers almost everywhere. Safety critical systems constitute significant part of this technological surrounding and differ from classical computer systems in terms of responsibility. In [34], safety-critical system is a term which refers to systems, whose failure can endanger human life, cause economical loss or environmental damage. Responsibilities of these systems put huge demands on software reliability, because a minor error in safety-critical system software can produce failure of complete system. This is the reason, why these systems should be designed and implemented with extreme care.

3.3 Methods Used in Safety Critical Systems
There are many areas, where safety-critical systems are used. We can find them in cockpit computer inside aircrafts, in command centers of nuclear plants, inside modern weapons or in space shuttles. They can secure breaking control of a car or help to manage subway and railway traffic. Technologies of these systems are still developing, although many verified solutions are known from the past. One area where safety-critical systems are used over a long period is railway and subway industry. These systems can help to control the train speed and location, manage and secure communication between stations and trains or ensure interlocking. Many articles were written about safety-critical systems in railway industry owing to the European Rail Traffic Management System (ERTMS) [35], which is being implemented in many countries in Europe.

Safety-critical systems used in railway industry have to meet requirements defined in norms. One of them is a CENELEC (European Committee for Electrotechnical Standardization) norm whose content defines "process and technical requirements for the development of software for programmable electronic systems for use in railway control and protection applications" [36]. This document defines and recommends set of techniques for developing of safety critical software for railway industry. One of recommended technique is N-version programming (NVP). According to [37], NVP can be considered as a mean for achievement of system fault tolerance. The aim of fault tolerance is to make system resistant to faults. In case of an occurrence of a fault in a system which is fault tolerant,
the system should not crash, but continues working. In best cases, system still provides its full services without a loss of performance [37].

Another recommended technique in [36] is the Failure Assertion Programming (FAP). The FAP uses formal description of a problem to facilitate and control programmers work. Although FAP is not considered as a direct fault tolerant technique, FAP with combination of other techniques can be used instead of NVP [36]. According to [38], fault tolerant and complex systems should be created with respect to modular design, because it can bring needed reduction of size and complexity. Besides, modular design distributes global responsibility to particular modules, which enables designer to prevent him from creating system with a single point of failure. Modular design can really improve system only if interfaces of modules are defined excellently [38]. Greatly used technique for creating well-defined interface specification is right FAP. The FAP usage can indirectly affect the overall inner fault tolerance.

3.3.1 FAP Method Used in JAZZ

As was mentioned above, one of areas where safety is crucial is railway industry. The high demands for safety standards and responsibility for lives and freight pressure railway industry companies to produce the best edge cutting technologies all the time. Because of importance of overall railway safety, every device running on railways has to meet demanding requirements. Approving of usage of one particular device is often long-distance run.

The major Czech company aiming at railway signalization and transportation is AŽD Praha s.r.o. One of the long-term mission of AŽD was to design and create United Architecture of Safety Devices (in Czech it is JAZZ – Jednotná Architektura Zabezpečovacích Zařízení). The main reason for creating JAZZ was the idea of one common platform, which could be used as a base for majority of safety devices. The idea is shown in Figure 6. All the process of design, implementation, testing and finally, certification for commission could be done only once. As all the process is done just once, huge amount of time and money can be spared. Any other safety device made by AŽD could use attributes of this platform as a ground for its own functionality.

Simply speaking, JAZZ platform can be seen like a hard real-time system, which enables functioning of algorithms of particular safety device. The platform contains both hardware and software which together represents safety critical system. The software which is a part of the platform enables to run algorithms of safety devices. This part of platform can be seen as a real-time operational system, which ensures communication with hardware and guarantee means for facile run of particular algorithm. Although the platform enables spatial redundancy – it is possible to let operate two or more redundant JAZZ components – the main aim of this text is to describe the inner software approach, which was considered as a possible substitution of NVP.

The software part of the platform was made with strong emphasis on the implementation of FAP. The idea of FAP is in concept of client – provider relationship. Both clients and providers are in relationship with formal contract, which express rights and obligations between them. The relationship is represented by conditions. The main aim of FAP lies in checking these conditions. Conditions are checked before execution of group of commands (checking input condition), after of group of commands (checking output condition) or – in case of invariant – during the period when instance of a class is in observable state [39]. The observable time can be defined as a time after creating an instance of the class and before and after any call of public method of a class [39]. If any
of conditions is not fulfilled, program is stopped. If program is stopped because of violation of input condition, an error lies in the client. If there is a violation of output condition, an error lies in the provider. Because by implementing the FAP we add software check-points to the code, implementation of the FAP can be seen as a creation of “another” software version, which observes the correct usage of origin software. To use FAP in correct way, conditions should be defined during analysis and then described in software specification. The more the description is formal, the better because the aim should be to create formally verifiable conditions.

![JAZZ platform](image)

JAZZ source code is logically divided into two parts – descriptive part and operative part. Each part has its own responsibility. Operative part implements requirements from assignment and its main aim is to provide the major system function. We can imagine the first part as an implementation of real problem, for example, it can be the “code” of implementation of ADT stack. Descriptive part of the system enables checking whether system is working in accordance with given specification. The second part does not change the operational function, but describes the interfaces and possible states of objects. As far as the stack is concerned, the second part will ensure that stack does contain any element before the pop() function is called, or that stack has enough space to save another element before the push() function is called. We can say the descriptive part is the implementation of FAP.

Before the source code of the JAZZ was implemented, high quality specification was prepared. This specification was verified by software experts several times. Due to strict verification and N-times checking, final specification could be used as a source of conditions for the descriptive part of the system. After specification was created, implementation of JAZZ started. The JAZZ source code was written according to the specification. Because the specification contained very deep description of the system, the implementation of descriptive part was simply based on rewriting formal description from specification to code. The JAZZ was mainly programmed in C++ language. Therefore, macro techniques are used as a mean for implementation of the FAP.

There are many advantages of using FAP, a few of them will be described. One of the major advantages can be seen in comparison with NVP. In case of usage of NVP, basically N-identical programs are created from one common specification. With NVP, we rely on randomly discovered errors detected by comparing outputs from N-versions implementation. In case of FAP, we prefer...
more active approach. The reached states of the system are controlled permanently and in case of violence of any specification rule the system is put out of operation. Because the rules are extracted from strictly defined and verified specification, we can rely on their correctness. Also the formal verification of program is less complicated than in NVP, because the specification is written in formal way.

Usage of FAP helps to reveal most of systematic errors and facilitate debugging and testing. Moreover, the usage of FAP brings systematic documentation directly into the code. By using FAP macros in JAZZ, the thoughts written in the code can be read in easier way. It helps another developer to get ideas from code faster and without much effort. On the other hand, any software programmer is limited by the strict and deep specification, so there is no much space left for his/her own creativity. It helps programmers to avoid needless mistakes and to concentrate on implementing what should be implemented. Writing specification into source code has also another benefit – the specification is kept up to date with the implementation.

Furthermore, in comparison with NVP, FAP is more resources sparing method. We need to implement only one version of software by only one team and no special supplements such as a communication protocol need to be created. Moreover, the specification already contains information about which conditions should be met, so the implementation is simplified. Although we need to invest more time into formation of the detailed and high-quality specification, in proportion to creating N-version software is FAP still sufficiently resource sparing technique. Generally, the technique of FAP leads to expense and work reduction.

The main drawbacks of FAP can be seen as a dependency on the specification, especially dependency on respecting the specification. For example, if a programmer would not keep the specification and omits any of defined conditions, system could act as being without problem although there may be an error. To reveal the omission of some conditions, review of source code has to be established and it brings an extra expense to overall cost. Furthermore, another disadvantage is the need of supporting process of development. The conditions have to be defined during the process of specification creating and programmers should be familiar with FAP before they start implementing the system. Another restriction can be seen in non-closable specification. Although the specification has to be created very precisely, in real word, there is a relatively high probability that some conditions will be overlooked or some conditions raise during implementation. Consequently, there is a chance there will be a need to add these conditions into specification. Owing to this, FAP can fit better for projects developed in agile development process instead of project with waterfall development process.

3.3.2 NVP Method Used in Railway Interlocking System

Nowadays, railway signalizing systems usually consist of three main parts – the Traffic Control Center (TCC), the Railway Field Components (RFC) and the Interlocking System (IS). Operator from TCC watches railway situations and gives needed orders such as route request or route cancelation to IS. RFC are the railway infrastructure, consisting of switches, track circuits etc. [40] Example of a signalizing system with TCC, RFC and Interlocking System represents Figure 7.

Interlocking systems are responsible for freight and passengers safety on railways and takes important role in decision making in railway signaling systems. Because of major role in safety and
decision making, interlocking systems have to be designed in an accordance of strict safety requirements.

Many articles about safety in railways, especially about safety in interlocking systems, were produced in recent years thankfully to The National Railway Signalization Project in Turkey [40], [41], [42], [43]. These studies describe safety application on railways and contain example of fault-tolerant technique. The fault-tolerant mean, NVP, is used in this project to ensure safety of the interlocking system.

In [40], [41], [42], [43], the IS is described of two parts – the Interlocking Modules (IM) and the Communication and Decision Making Unit (CDMU). The CDMU has many function, most important of them are communication between TCC, RFC, error logging and voting [40]. The CDMU works in cycles. In every cycle, data are read from TCC and RFC and then distributed to the IM. In the end of the cycle, data is collected from IM to CDMU and CDMU will process it. As a voter, CDMU needs to compare outputs from the IM and to choose the final result, which will affects the behavior of railway. The voting strategy of IS can be implemented in many ways, one of them is presented in [43]. If voter cannot decide about next step, the interlocking system comes to safe state. The safe state is also reached in particular situation, when IM do not make complete agreement. As an example, this situation may occur when at least one module did not approve the route acceptance [40].

Interlocking Modules process information for CDMU. Every module has its function implemented inside the Programmable Logic Controller (PLC). To implement the function of module, modeling techniques are used. To make every module independent to the others, all of them should be modeled by another team on another place and by using another modeling tools and techniques [42]. Firstly, behavior of the module is modeled by Petri Nets and then converted into fail-safe PLC code. This procedure is used because railway software needs to meet high software requirements given by CENELEC. According to [36], one of HR (High Requirement) is to use semi-formal methods for software, which needs to provide SIL 3 or SIL 4 (Safety Integrity Level) [44]. As Petri Nets are considered as a semi-formal method, they can be used for this modeling purpose.

![Figure 7. Signalizing system example](image-url)
As a continuation of works [40], [41], [42] and [43] could be seen articles [45] and [46]. In [44], new voting strategy in diverse programming is introduced to improve the interlocking system. Ideas arising from previous works are followed in [46], where comparison between parallel and serial architecture of NVP is explored. The theme of the last article are the possibilities of implementation of NVP and their comparison. One possibility is a parallel architecture, where every module contains its own implementation of “decision” algorithm and modules are connected to the voter. Main issue of this principle is synchronization between modules and the voter because of communication latencies. On the other hand, there is a possibility to implement all “interlocking” algorithms in one module. Because of simplified communication (all algorithms are running on one PLC), the communication loads are smaller. Testing of these two approaches showed that the serial architecture has more advantages then parallel [46].

Although the algorithms of the PLC modules are modeled instead of programmed, we can still understand this example as NVP, because the principal idea (N-versions) is fulfilled. Main drawbacks of implementing this type of fault-tolerant technique are mainly known and stems from attributes of NVP. First difficulty is the cost of implementing this technique. To implement N-versions we need to have N-independent teams which would develop N-independent software versions. To keep the independence between teams, we need to guarantee independent team communication protocol. And to keep independence of software, we need to have both clear specification and different programming languages and tools that should be used. All this mentioned needs make the cost of implementing this technique higher.

Secondly, voter (in this case CDMU) is another problematic part of NVP. Without fault-tolerant voter, examination of program may crash without problems on the side of an independently implemented version. Moreover, communication between the voter and individual versions has to be considered, because faults in communication could lead to improper voter decisions. The voter is also responsible for switching system into the safe state. This state should be well defined and proper analysis of switching to safe state has to be made because without well implemented safe state switching, the system could spend too much time in the safe state, which could lead to overall inoperative behavior. On the contrary, if the system does not switch into safe state in a right time, an emergency accident can occur. Because of all these issues, voter is usually described as a critical part of N-version fault tolerant technique [47] and special emphasis should be deliberated before its implementation.

In previous text, we should notice the N versions are firstly modeled by semi-formal methods (Petri Nets) and then converted into PLC programming language by special tool - SILworX (www.hima.com). This method has its dark and bright sides. The main drawback is that this kind of implementing decreases the fault-tolerant technique because only one tool is used for both modeling and PLC code generation. In addition, the tool is used for software creation for all the versions. Although the tool is determined to meet high safety standards (SIL 4 certification), to create N independent versions, N different tools should be used for modeling as well as for code generation. On the other hand, there are advantages of this method. The usage of modeling and code generation tool facilitates the overall process of N-version software creation. To implement the software, we do not need to hire high-cost programmer, instead domain expert with Petri Nets experience could design the algorithms and then we can just let the code be generated. Another positive point is the possibility of formal
verification of designed algorithms. On the grounds of the usage of semi-formal methods, formal verification can prove the correctness of modeled algorithm.

### 3.3.3 Adjusted NVP Method Used in Train Control

In article the [48], a fault tolerant technique based on NVP has been explored. The technique has been studied for a usage in a fault tolerant system, which can be used in subway train controllers. The technique is connected to the method of controlling trains in subway – the Communications Based Train Control (CBTC).

The CBTC is based on constant radio communication between trains and the central system. The central system collects information about all trains in subway and evaluates gained data. In CBTC, every train communicates periodically with central system by sending information about its position and speed. Transferred information is used for evaluation of train movement and if the information signalizes violation of speed rules or possibility of danger, the central system issues a command to given train. The onboard controller responsible for providing information about the train state guarantees the communication with the central system. Both the central system and the onboard controller need to be fault-tolerant and safe, because fault of one of this system can emerge into catastrophic situation. For the central system, standard NVP is used. In article [48] is described the technique of improved NVP for the onboard controller.

The principle of altered NVP used in [48] lies in decomposition of the algorithm, which would be implemented in N-versions in standard NVP. The idea is: the more complex algorithm, the more errors established in implementation. The aim is to simplify the algorithm by division it to pieces. The example given in [48] shows following. Instead of having one complex algorithm responsible for speed evaluation, door opening and communication, at least five particular algorithms are created. First algorithm is more robust than the others and performs control of the system. Although this algorithm provides control of the system, it is not performing any safety critical operations, but manages communication and provides information for user interface. The next two simple algorithms are responsible only for safety – according to [48], they are responsible for securing speed safety and managing right door opening. These two algorithms are implemented in style of NVP – any of these algorithms is implemented by N-teams in N-versions. The last two algorithms contain voting mechanism, first one for voting about speed setting and the second one for voting about door opening. The adjusted NVP idea is shown in Figure 8.

The modified algorithm also gives the ability to the safety algorithms to stop the train, even if only one of safety algorithms signalizes danger. This option allows to any safety algorithm which would discover unsafe conditions or which could leave to train crashing or derailing to stop the train. The impact of this attribute can be described as following. If only one of safety algorithms is correct, overall safety will be still guaranteed. On the other hand, if the algorithm is incorrect, it could cause superfluous suspension of a train.

Main benefit of this decomposition of NVP lies in simplification of critical parts of the system. Unlike classical NVP, this approach reduces overall complexity of the N-implemented algorithm by dividing the component into more parts. Critical parts responsible for system safety are minimalized to only implement its safety functions, nothing more. Owing to this simplification, formal verification of these algorithms and the proof of correctness of these algorithms are easier. Also the voting
algorithms are simplified, because every voting algorithm votes just about one type of inputs. This enables to reduce complexity of voters and facilitate their implementation in fault tolerant manner. In addition, correctness of the robust algorithm does not need to be proven, because this algorithm would never perform safety-critical operations. Other kinds of advantages come from the principle of NVP, which were described in previous part.

![Figure 8. Adjusted NVP algorithm](image)

Drawbacks of this approach can be divided into two groups. In the first group, there are drawbacks caused by the simplification of the original NVP algorithm. Although the division brings simplification of safety-critical algorithms, it enlarges the intensity of overall communication in the system. It is caused by higher number of voting algorithms and implementation of more particular safety critical algorithms. More transferred data puts emphasis to the communication system, which need to deliver more information reliably. Another drawback can be seen in the division idea itself. We can imagine systems, which would not be possible to split up (automatic subway train, where the speed is controlled by external device). In these kinds of systems, this idea need not be applicable. Nevertheless, as [48] demonstrates, we can imagine that division is reasonable. The second group of drawbacks is the list of drawbacks mentioned in previous sections and caused by the NVP itself. Unfortunately, this adjustment of NVP does not improve all issues of NVP (high costs, need of more teams for implementation, exact specification etc.).

### 3.3.4 Methods Comparison

Three methods used in railway and subway industry were described. Every method was firstly described and then its drawbacks and advantages were analyzed. First studied method was based on FAP technique and was implemented in JAZZ project in company AŽD Praha s.r.o. This method puts emphasis on strict software specification and definition of conditions, which need to be fulfilled to let system work correctly. Main advantages of this method lie in simplification of formal verification, linking between specification and the source code and better code transparency. On the other hand, it is needed to create strict and relatively deep specification. Moreover, only experienced and dependable programmer should implement this method, because omitting of any condition can cause unpredictable system behavior. To be sure about the conditions in the source code, reviews should be done.

The second method was based on NVP and was developed for railway interlocking system. In this case, the NVP is realized by modeling N-versions of software by a special tool, which enables converting models into code. This modeling approach brings the possibility of formal verification of
correctness of modeled algorithms, because models are originated by Petri Nets. Also the costs are lower than in classic NVP implementation, because we do not need to pay expensive software engineers for implementing the system. On the other hand, only one modeling software tool for modeling and generating all versions is used in this approach. In NVP, different tools should be used for modeling and generating. In addition, even though the used software meets high safety standards, we should not rely only on one tool. The third described method was an alteration of NVP used in the subway safety control system. The adjustment is based on dividing the N-version algorithm into more parts, so the safety critical operations are individually implemented, any of them in N-versions. This method facilitates the formal verification of algorithms and simplifies the voters. These advantages contrast with higher communication demands and sometimes exacting process of dividing one algorithm into individual parts.

Every of method analyzed has advantages and disadvantages and it is not possible to say generally if one is better than the other. Suitability of all methods depends on the purpose of particular system, as well on accessible means and time. The cheapest method can be considered as the one based on FAP, even though it is also connected with additional costs. The other two methods rely on NVP approach, where the need of N-teams brings considerably extra costs. The third example could be considered as a little bit expensive because we need to invest more into division of the algorithm. In the point of view of time demands, implementation of NVP from scratch can take longer time than the method with FAP. Nevertheless, with already defined communication protocol and other needs, NVP could be implemented in a shorter time than the FAP method. All three methods emphasize the simplification of formal verification. The best way for formal verification seems to be the second method because the system is defined by semi-formal mean, Petri Nets.

To conclude, ideal system should be created with respect to all three described methods. It should be designed as a NVP and the algorithms should be divided in individual parts as it was done in the third method. During the analysis of the system, strict specification ought to be delivered and used as a base for modeling the system. Different modeling tools should be used for modeling the system and subsequently for generating the source code. Conditions checking should be included into the source code, so the code remains easily readable and resistant to possible future bug seeding enhancements. Unfortunately, overall development of this ideal system would take a lot of time and money.
4 Evaluation of Quality of Safety Critical Systems

In the first section, the quality of software was discussed. Several quality models were introduced and their purpose was described. Also, the mean for measuring software quality, the software metrics, was revealed with focus on open questions in the area. In previous section, the topic of safety critical systems, their definition and methods used in them was described.

The topic of this section is the evaluation of quality of safety critical systems. Firstly, the software metrics relevant for safety critical software will be discussed. After that, tools enabling measurement of software metrics will be described and examined for the ability to measure the metrics relevant for safety critical software. Later on, sample project will be analyzed by the tools and results will be briefly discussed. Afterwards, thresholds for selected metrics for measuring safety critical software will determined. Finally, the quality of particular safety critical system will be evaluated based on the established thresholds.

4.1 Software Metrics Relevant for Safety Critical Systems

As it was discussed in previous sections, there are various software metrics and it is not unambiguous which one should we choose for system measurement. The quality models can give us some clues, but the metrics’ sets are not exhaustive and more than focusing on measuring particular system, they provide general overview of possible measurements. This situation gets even more complicated when a safety critical system is the targeted application. Choosing right metrics for measuring safety critical software is delicate because usually, this kind of software is responsible for human lives, device safety etc.

Unfortunately, at the moment, there is no well-known and widely accepted exhaustive standardized set of software metrics aimed to measure safety critical systems. The situation is partially caused by wide spectrum of safety critical systems and norms recommended for their development. Consequently, companies developing safety critical systems are made to use metrics described in common software quality models, adopt metrics used in previously developed safety critical systems, develop its own metrics or just to take what is most suitable for them.

Two sets will be used to select metrics relevant for safety critical systems in here. First set is a metrics’ set defined by Software Assurance Technology Center (SATC) at NASA Goddard Space Flight Center in their metrics’ framework [49]. This set is widely cited and stands as a model for the second set. The second set of software metrics for safety critical software was developed by major Czech company involved in railway industry and was used for evaluation of quality of real-world safety-critical software.

The NASA framework contains description of 9 software metrics, which can be used for system evaluation and also as an example of metrics usage. The description of the metrics is given and in the end, the measured values of the metrics are discussed. The set contains 9 software metrics whereas 6 of them are considered as object-oriented and thee as traditional.

<table>
<thead>
<tr>
<th>N.</th>
<th>Metric name</th>
<th>NASA classification</th>
<th>Construction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cyclomatic Complexity</td>
<td>Traditional</td>
<td>Method</td>
</tr>
<tr>
<td>2</td>
<td>Lines Of Code</td>
<td>Traditional</td>
<td>Method</td>
</tr>
<tr>
<td>3</td>
<td>Comments Percentage</td>
<td>Traditional</td>
<td>Method</td>
</tr>
<tr>
<td>4</td>
<td>Weighted Method per Class</td>
<td>Object-oriented</td>
<td>Method</td>
</tr>
</tbody>
</table>
The real-world metrics’ set contains 9 metrics that are almost identical, no classification was provided. Most of the metrics in the set measure class / object properties, just two of them measure methods.

<table>
<thead>
<tr>
<th>N.</th>
<th>Metric name</th>
<th>Construction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cyclomatic Complexity</td>
<td>Method</td>
</tr>
<tr>
<td>2</td>
<td>Source Lines Of Code</td>
<td>Method</td>
</tr>
<tr>
<td>3</td>
<td>Source Lines Of Code</td>
<td>Class</td>
</tr>
<tr>
<td>4</td>
<td>Number of Methods</td>
<td>Class</td>
</tr>
<tr>
<td>5</td>
<td>Response for Class</td>
<td>Class</td>
</tr>
<tr>
<td>6</td>
<td>Lack of Cohesion Methods</td>
<td>Class</td>
</tr>
<tr>
<td>7</td>
<td>Coupling Between Objects</td>
<td>Class</td>
</tr>
<tr>
<td>8</td>
<td>Depth of Inheritance Tree</td>
<td>Class</td>
</tr>
<tr>
<td>9</td>
<td>Number of Children</td>
<td>Class</td>
</tr>
</tbody>
</table>

Table 1. Metrics’ set from the NASA framework [49]

To select metrics relevant for safety critical software, two described sets will be used. The relevant metric set arises by intersection of the mentioned sets. Some of the metrics described in both sets measure the same software attribute but have different names. In that case, the name used in the real-world metric set will be used. The final set of metrics relevant for safety critical system is shown in the following table. The short description for each metric is taken from the source set. If the metric is present in both sets, then the real-world description is used. The description in this table serves just as short characterization without focusing on deeper implementation details.

<table>
<thead>
<tr>
<th>Metric name</th>
<th>Abbreviation</th>
<th>Numbers in sets</th>
<th>Short description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclomatic Complexity</td>
<td>v(g)</td>
<td>1, 1</td>
<td>Possible paths through the program methods during execution</td>
</tr>
<tr>
<td>Source Lines Of Code (Method)</td>
<td>SLOC1</td>
<td>2, 2</td>
<td>Number of lines of code except for the lines containing comment only of method</td>
</tr>
<tr>
<td>Source Lines Of Code (Class)</td>
<td>SLOC2</td>
<td>x, 3</td>
<td>Number of lines of code except for the lines containing comment only of class</td>
</tr>
<tr>
<td>Number of Methods</td>
<td>NOM</td>
<td>4, 4</td>
<td>Number of all methods of given class</td>
</tr>
<tr>
<td>Response for Class</td>
<td>RFC</td>
<td>5, 5</td>
<td>Number of all methods of given class, the inherited included</td>
</tr>
<tr>
<td>Lack of Cohesion Methods</td>
<td>LCOM</td>
<td>6, 6</td>
<td>Percentage of all inner methods of the class, which use particular instance variables</td>
</tr>
<tr>
<td>Coupling Between Objects</td>
<td>CBO</td>
<td>7, 7</td>
<td>Number of other classes coupled to the analyzed one</td>
</tr>
<tr>
<td>Depth of Inheritance Tree</td>
<td>DIT</td>
<td>8, 8</td>
<td>Depth of a class within the inheritance hierarchy</td>
</tr>
</tbody>
</table>

Table 2. Metrics’ set from the real-word safety critical system
<table>
<thead>
<tr>
<th>Number of Children</th>
<th>NOC</th>
<th>9, 9</th>
<th>Number of immediate subclasses of given class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comments Percentage</td>
<td>CP</td>
<td>3, x</td>
<td>Number of comments divided by the total lines of code</td>
</tr>
</tbody>
</table>

Table 3. Metrics relevant for safety critical software

The Table 3 contains 10 metrics which were selected as relevant for measuring safety critical software. Eight of the metrics were inside both sets, one metric, SLOC2, was added from the real-world safety critical software set and also one metric, CP, was added from the NASA metrics’ set. All the metrics in the table measure the inner characteristics of the software, i.e. class / method.

### 4.2 Tools for Measuring Software Metrics

In previous section, set of metrics relevant for safety critical software was selected. In this section, some of the tools enabling automatic measurement will be briefly described and selected metrics’ set will be mapped to measurement possibilities of these tools. The goal is to discover whether all the selected tools are able to measure set of metrics selected. Furthermore, a simple project will be analyzed with the tools and results gathered from the measurement will be discussed in short.

At the moment, there is a wide set of tools which enable measuring of software metrics. The tool can be a standalone application or it can be included in a framework, which can provide static analysis or similar functionality. Some of the tools available are open-source, some of them contain strict licensing so the distribution differs from tool to tool. The programming language which each tool supports, set of metrics possible to measure, the metrics’ definitions etc. stand for difference too.

As there is a significant amount of tools providing measuring available, we will focus only on the tools providing metrics’ measurement for C++ (which is common language for safety critical systems [50]). Furthermore, as there are several tools available even just for the C++ language, we will choose three of them: Understand, QA Framework and CppDepend. The first two were chosen because of author’s experience with them; the third was selected because of several positive references.

#### 4.2.1 Sample Project to Analyze

For metrics’ measurement, an open-source project was selected. The project’s name is Celero and can be found on GitHub repository [51]. The Celero is a benchmark tool providing easy interface to rate projects’ performance. According to the author, the aim of the project is to “perform benchmarks on code in a way which is easy to reproduce, share, and compare among individual runs, developers, or projects” [51].

The source code is written in C++ and is well documented. Also the code is ready to be built in multiple environments and contain several examples of usage. We can consider Celero as a vivid (last commit April 2015) and popular (18 forks, 88 stars and 18 watches on April 2015). The Celero was chosen for our analysis because of all the mentioned positives.

#### 4.2.2 The Understand Tool

Understand is a static analysis and metrics measurement tool from company Scitools [52]. The tool is multi-language and cross-platform and provides wide set of metrics to be measured. User can download the tool directly from the web pages and try it for 2 weeks for free.
The metrics' set contains around 100 metrics. Some of the metrics can be measured in most of the supported languages (for example, Average Lines of Code) and some of them are usable only for particular languages (for example, Number of PHP files). For C++, Understand contains about 70 metrics to measure.

For metrics' mapping, the C++ version of Understand, Understand C++, is used. The metrics for C++ are divided into four groups: project / file / class / method. As we can see in the Table 4, all selected metrics from the picked set were mapped into the Understand C++ API.

<table>
<thead>
<tr>
<th>Metric's abbreviation</th>
<th>Name in Understand</th>
<th>Reference in the Understand metrics’ API</th>
</tr>
</thead>
<tbody>
<tr>
<td>v(g)</td>
<td>Strict Cyclomatic Complexity</td>
<td>CyclomaticStrict</td>
</tr>
<tr>
<td>SLOC1</td>
<td>Source Lines of Code</td>
<td>CountLineCode</td>
</tr>
<tr>
<td>SLOC2</td>
<td>Source Lines of Code *</td>
<td>CountLineCode *</td>
</tr>
<tr>
<td>NOM</td>
<td>Local Methods</td>
<td>CountDeclMethod</td>
</tr>
<tr>
<td>RFC</td>
<td>Methods</td>
<td>CountDeclMethodAll</td>
</tr>
<tr>
<td>LCOM</td>
<td>Lack of Cohesion in Methods</td>
<td>PercentLackOfCohesion</td>
</tr>
<tr>
<td>CBO</td>
<td>Coupling Between Objects</td>
<td>CountClassCoupled</td>
</tr>
<tr>
<td>DIT</td>
<td>Depth of Inheritance Tree</td>
<td>MaxInheritanceTree</td>
</tr>
<tr>
<td>NOC</td>
<td>Number of Children</td>
<td>CountClassDerived</td>
</tr>
<tr>
<td>CP</td>
<td>Comment to Code Ratio</td>
<td>RatioCommentToCode</td>
</tr>
</tbody>
</table>

* The metric can be used for measuring both classes and methods

<table>
<thead>
<tr>
<th>Metric’s abbreviation</th>
<th>Name in QA Framework</th>
<th>Reference in the QA Framework metrics’ API</th>
</tr>
</thead>
<tbody>
<tr>
<td>v(g)</td>
<td>Cyclomatic complexity</td>
<td>STCYC</td>
</tr>
<tr>
<td>SLOC1</td>
<td>Number of code lines</td>
<td>STLIN</td>
</tr>
<tr>
<td>SLOC2</td>
<td>Total unpreprocessed code lines</td>
<td>STTPP</td>
</tr>
<tr>
<td>NOM</td>
<td>Number of methods declared in class</td>
<td>STNOM</td>
</tr>
<tr>
<td>RFC</td>
<td>Response for class</td>
<td>STRFC</td>
</tr>
<tr>
<td>LCOM</td>
<td>Lack of cohesion within class</td>
<td>STLCM</td>
</tr>
<tr>
<td>CBO</td>
<td>Coupling to other classes</td>
<td>STTCBO</td>
</tr>
<tr>
<td>DIT</td>
<td>Deepest inheritance</td>
<td>STDIT</td>
</tr>
<tr>
<td>NOC</td>
<td>Number of immediate children</td>
<td>STNOC</td>
</tr>
<tr>
<td>CP</td>
<td>Comment to code ratio</td>
<td>STCDN</td>
</tr>
</tbody>
</table>

Table 4. Selected metrics mapped to Understand API

4.2.3 The QA Framework Tool

QA Framework is static analysis tool developed by the Programming Research Ltd. [53]. The framework is multi-language and cross-platform and allows user to operate with extensive set of code checks. Beside other things, part of the framework enables also the metrics’ measurement.

The tool provides around 50 metrics to be measured. The metrics are divided according to their extent into project / file / class / method groups. The Table 5 contains mapping of the selected set of metrics into the QA Framework metrics API. All the metrics selected can be mapped into the QA Framework.

<table>
<thead>
<tr>
<th>Metric’s abbreviation</th>
<th>Name in QA Framework</th>
<th>Reference in the QA Framework metrics’ API</th>
</tr>
</thead>
<tbody>
<tr>
<td>v(g)</td>
<td>Cyclomatic complexity</td>
<td>STCYC</td>
</tr>
<tr>
<td>SLOC1</td>
<td>Number of code lines</td>
<td>STLIN</td>
</tr>
<tr>
<td>SLOC2</td>
<td>Total unpreprocessed code lines</td>
<td>STTPP</td>
</tr>
<tr>
<td>NOM</td>
<td>Number of methods declared in class</td>
<td>STNOM</td>
</tr>
<tr>
<td>RFC</td>
<td>Response for class</td>
<td>STRFC</td>
</tr>
<tr>
<td>LCOM</td>
<td>Lack of cohesion within class</td>
<td>STLCM</td>
</tr>
<tr>
<td>CBO</td>
<td>Coupling to other classes</td>
<td>STTCBO</td>
</tr>
<tr>
<td>DIT</td>
<td>Deepest inheritance</td>
<td>STDIT</td>
</tr>
<tr>
<td>NOC</td>
<td>Number of immediate children</td>
<td>STNOC</td>
</tr>
<tr>
<td>CP</td>
<td>Comment to code ratio</td>
<td>STCDN</td>
</tr>
</tbody>
</table>

Table 5. Selected metrics mapped to QA Framework API
## 4.2.4 The CppDepend Tool

CppDepend is static analysis tool from company CoderGears [54] which provides several static checks for C and C++ code. The tool is distributed as standalone application only for Microsoft Windows platform and it can also be downloaded for evaluation.

The tool enables measurement of 80 metrics. The grouping in CppDepend is different from the previously described tools – the tool divides metrics into 7 groups and does not contain class / object group. Instead of that, the “type” group is provided. The Table 6 gives information about how metrics from the selected metrics’ set can be mapped into CppDepend. We can see that all metrics but one, Response for Class, can be measured by the tool.

<table>
<thead>
<tr>
<th>Metric’s abbreviation</th>
<th>Name in CppDepend</th>
<th>Abbreviation in the CppDepend metrics’ API</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v(g) )</td>
<td>Code Source Cyclomatic Complexity</td>
<td>CC</td>
</tr>
<tr>
<td>SLOC1</td>
<td>NbLinesOfCode</td>
<td>LOC</td>
</tr>
<tr>
<td>SLOC2</td>
<td>NbLinesOfCode</td>
<td>LOC</td>
</tr>
<tr>
<td>NOM</td>
<td>NbMethods</td>
<td>NbMethods</td>
</tr>
<tr>
<td>RFC</td>
<td>Methods</td>
<td>-</td>
</tr>
<tr>
<td>LCOM</td>
<td>Lack of Cohesion Of Methods</td>
<td>LCOM</td>
</tr>
<tr>
<td>CBO</td>
<td>Efferent Coupling at type level</td>
<td>Ce</td>
</tr>
<tr>
<td>DIT</td>
<td>Depth of Inheritance Tree</td>
<td>DIT</td>
</tr>
<tr>
<td>NOC</td>
<td>Number of Children</td>
<td>NOC</td>
</tr>
<tr>
<td>CP</td>
<td>PercentageComment</td>
<td>PercentageComment</td>
</tr>
</tbody>
</table>

* The metric can be used for measuring both type and method

Table 6. Selected metrics mapped to CppDepend API

## 4.2.5 Tools Results Differences

We can find in [55] that different tools can give different results when measuring the same metric on the same project. This information was also confirmed by the measurement of the sample project by the selected tools. Because it was not intended to provide deep analysis of this phenomenon, only some of the differences will be listed. Reader interested in this issue should have obtained enough information from previous sections to make his or her own measurement to investigate the differences more deeply.

<table>
<thead>
<tr>
<th></th>
<th>RFC [class Result]</th>
<th>( v(g) ) [method celero::console::SetConsoleColor]</th>
<th>CP [class Experiment]</th>
<th>CBO [class Junit]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understand C++</td>
<td>16</td>
<td>17</td>
<td>0.13</td>
<td>2</td>
</tr>
<tr>
<td>QA Framework</td>
<td>22</td>
<td>17</td>
<td>0.247</td>
<td>1</td>
</tr>
<tr>
<td>CppDepend</td>
<td>-</td>
<td>18</td>
<td>0</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 7. Measurement’s differences examples of the sample project

In Table 7, some of the measured differences are listed. The differences originated mostly due to different interpretation of particular metrics’ measuring. As the C++ language is complex to analyze and there is no common standard with sufficient depth to determine how to measure metrics, the tools produced different results. The comparison of the metrics counting of these tools will not be covered in here because of the public unavailability of the documents / source codes which would have otherwise provided sufficiently deep insight into the metric counting. For example for the CP
metrics, we can imagine that the measuring is dependent on whether the comments of conditionally included files are also counted, which kind of comments the tool considers as comments, how the rounding is performed and so on.

4.3 Identifying Software Metrics Thresholds for Safety Critical System

In the previous part, software metrics relevant for safety critical system were selected. After that, three tools enabling measurement of these metrics were chosen. All of them were described and the chosen metrics’ set for safety critical systems was mapped into their internal API. The mapping showed that all three tools are able to measure all of the selected metrics, only the CppDepend does not provide measuring of one of the selected metrics (Response for Class). Also a sample project was analyzed by the tools and the differences in results were discussed. The aim of this part is to identify thresholds of selected metrics and prepare environment for system evaluation.

Although software metrics are well-known and widely used, there is still a discussion about identifying their thresholds and usage. Furthermore, there is a lack of information about software metrics thresholds, particularly about thresholds of safety critical software. This puts evaluators of safety critical systems into a position where they neither have any data for comparison, nor do they know suitable methods for evaluation. This section describes evaluation of software metrics thresholds of one safety critical system and provides information about measured data and data collection and evaluation method. The quality of the system is discussed via determined thresholds in the next section.

4.3.1 Metrics and Thresholds

Using software metrics one can measure the software quality from different points of views, search for potential problems within the software, identify its parts which should be examined or control the whole system development. The broad usage of software metrics is demonstrated by the high number of existing metrics themselves as well as tools used for their measuring [56].

However, the usage of metrics themselves is only part of the software measuring and evaluating process because once we obtain or calculate the values of our specific set of metrics we also need to determine when does the value represent a positive (or at least tolerable) characteristic of the measured software, and when does this value become a sort of warning sign, i.e. an indication of some unsatisfying or unwanted aspect of the software. The boundaries between these two states or sets of values (or any number of shades of grey in between them) are commonly known as thresholds.

Nevertheless, the problem of their actual usage does not lie only in the extensive amount of existing metrics and therefore in selecting the appropriate subset to measure given software. Even if just a limited number of commonly known metrics is used, the result of their application does not have to be unequivocal. Unfortunately, even though there is a considerable effort to make the view on software metrics clear, there still is no widely used and unified view on threshold values of software metrics.

This lack of consistent view is especially obvious in the field of safety-critical software systems. The recently conducted research in this area shows that measuring metrics of different system types brings different threshold values. The results of measuring can be influenced by measurement tool [55], [57], programming language [57], [58], or by the category of the measured software [59].
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4.3.2 The Studied System
The system this section concerns itself with is used in railway industry. It is responsible for safe functioning of various devices, in which it serves as a base platform for their own functionality. In a very simplified sense, it can be seen as a hard-real time system, which enables special algorithms to run on their respective devices. The software is written in C++. All software development is being done by experienced team and according to certain coding standards. The whole process of development is being constantly validated and verified. The source code is regularly checked by automatic tools which evaluate compliance with coding standards and compute current values of specified metrics.

4.3.3 The Limitations
According to [58], there are two ways how to determine the software metrics thresholds: by the statistical methods or by the widely accepted threshold values for particular metric. As for our type of analyzed system, these widely accepted threshold values do not exist. Therefore, we find them by using statistical methods.

Statistical methods are based on the principle of derivation of threshold values by collecting data from available systems. Characteristically, we measure various metrics over various systems. Afterwards, we employ statistical methods and derive threshold values. However, this approach has several pitfalls, which have to be considered.

4.3.3.1 General Limitations and Constraints and Their Resolution
Above all, there are differences between evaluated software projects. They can differ in programming language used (Java, C, C++ etc.), in the particular software type (game, office software, operational system etc.), in size (100 LOC – 100 MLOC) etc. Due to this fact, it is necessary to take the programming language, the project type and its size into consideration.

Another significant finding can be seen in [55] where it is shown that different software metrics measuring tools can evaluate the same projects with different threshold values. This is caused particularly by ambiguous definition of software metrics. For example, the computation of the DIT metric (Depth of Inheritance Tree) for Java language can be done with or without including the Object class. As long as different tools are used, the result of the measurement can be different, because each tool can implement different technique of computation.

As shown in [55], the choice of measuring tool can negatively influence the set of classes assigned for inspection. While one tool can identify set A as the set of classes most critical for inspection, another tool can pick set B. In the worst case scenario, the intersection of these sets can be empty. If this happens, the staff responsible for class review can misguidedly define the set of classes for inspection.

Another issue is the large number of existing object-oriented software metrics. It is a common occurrence that for different projects there are often different sets of metrics used for evaluation. We can also see different metrics used for measuring in different studies. This makes it difficult to collect data for analysis and evaluation of metrics thresholds, if we want to compare our measured data with others.

To sum up previous paragraphs, for proper usage of statistical methods for evaluating threshold values of software metrics, we need to have at our disposal only data from similarly typed and sized...
software systems coded in the same programming language, measured by the same tool, and with the same set of metrics applied. In case we cannot reach previous requirements, it is probable that the evaluation of software metrics on the grounds of statistical methods is not going to be precise and it could result in misleading conclusions.

4.3.3.2 Specific Limitations of Measuring Safety-Critical Software

As described above, the absence of widely accepted threshold values for the type of systems similar to the one we try to evaluate forces us to use the statistical methods for their determination and therefore we need data from other sufficiently similar systems for analysis and comparison. Unfortunately, in the particular case of safety critical systems we are in an even more difficult situation. There are almost no data published from measuring this kind of software. Safety critical systems are not usually open-source and it is practically impossible to get their source code for measuring. Considering this fact, determination of threshold values of safety critical systems by collecting sufficient amount of data and applying statistical methods is almost impossible.

In this situation, determination of thresholds for safety critical system which is a subject of this study is more than likely to be hard to achieve. It is ill-advised to compare measured values with data from other studies, because there are nearly no results from desirable systems. We also cannot mine data from accessible sites for our own measurement, because there is almost no suitable software for comparison. On the other hand, we still have source code of the analyzed system and tools for measuring. Even if we do not have adequate data for comparison, we can still evaluate our system and determine extremes in measured data. We can apply statistical methods on our data and establish local abnormalities. On the basis of measured data, we can define a set of classes and methods showing unusual measured values which can be afterwards analyzed more rigorously.

4.3.4 Metrics Used

The following metrics were used for threshold selection: CBO, DIT, LCOM, NOC, NOM, RFC, SLOC 1, SLOC 2, and v(g). These chosen metrics correspond to the selected metric’s set for the safety critical systems, only the metric CP is missing. The metric CP is missing because it was not included in the quality model of the analyzed system. Simple description of the metrics (retrieved from the help of the tool used for measuring the system) follows, for more detailed information see [60]. The mapping from name into tools API is provided in Table 4.

CBO (Coupling Between Objects)

“The Coupling Between Object Classes (CBO) measure for a class is a count of the number of other classes to which it is coupled. Class A is coupled to class B if class A uses a type, data, or member from class B. This metric is also referred to as Efferent Coupling (Ce). Any number of couplings to a given class counts as 1 towards the metric total”

DIT (Depth of Inheritance Tree)

“The depth of a class within the inheritance hierarchy is the maximum number of nodes from the class node to the root of the inheritance tree. The root node has a DIT of 0. The deeper within the hierarchy, the more methods the class can inherit, increasing its complexity.”

LCOM (Lack of Cohesion in Methods)
“100% minus average cohesion for class data members. Calculates what percentage of class methods use a given class instance variable. To calculate, average percentages for all of that class’es instance variables and subtract from 100%. A lower percentage means higher cohesion between class data and methods.”

**NOC (Number of Children)**

“Number of immediate subclasses. The number of classes one level down the inheritance tree from this class.”

**NOM (Number of Methods)**

“Number of local (not inherited) methods.”

**RFC (Response for Class)**

“Number of methods, including inherited ones.”

**SLOC1 (Source Lines of Code – Method)**

“The number of lines that contain source code.”

**SLOC2 (Source Lines of Code - Class)**

“The number of lines that contain source code.” For classes this is the sum of the SLOC1 for the member methods of the class.

**v(g) (Strict Cyclomatic Complexity)**

“The Cyclomatic Complexity with logical conjunction and logical and in conditional expressions also adding 1 to the complexity for each of their occurrences.”

### 4.3.5 Data Collection and Analysis

The data collection and analysis in here have several phases. The values of the metrics themselves of the studied system need to be collected. After that, some statistics and graphic representation are most likely to be necessary for the data have to be prepared for further analysis. Afterwards, the analysis of the results is performed to categorize the metrics, since further steps of threshold determination may vary in regard to their specific characteristics. Finally, we identify the actual threshold values. The step-by-step description below refers to the way the data from every individual metric is processed in the course of this study.

The metric values measurement through all the classes of the studied system can be easily automated by an appropriate software tool (or tools) and this automation is very desirable as it minimizes the risk of human error. The outcome of this automated tool should include the specific values as well as their graphic representation, most likely histograms, and some descriptive statistics.

Histograms can be used as a visual representation of the data probability distribution (i.e. normal, exponential, etc.) in a form of a graph. In this graph particular for our purposes the x axis values represent possible or observed values of a particular metric for individual classes and the y axis values show the number of classes or methods with the same results.
The usage of descriptive statistics is one of the several possibilities how to evaluate measured data and gain some overall view of the dataset.

4.3.6 Measured Descriptive Statistics

The descriptive statistics suitable for the purposes of this study are:

1) Arithmetic mean – represents sum of all the values divided by the number of the values.

2) Standard deviation – shows how significant divergence from the mean exists in the dataset.

3) Modus – the most frequent value in the data set.

4) Median – represents the value located in the middle of the spread of the values.

5) Kurtosis – gives information about whether the data distribution has a peak or not.

6) Skewness – gives information about the symmetry of the data distribution.

7) Minimum and maximum – represent extreme values in the dataset.

The skewness and kurtosis statistics are probably the most difficult to imagine. As an example, normal distribution has the skewness equal zero. Distribution with a positive skewness has longer...
right tail and the mean is placed off to the right side of the peak value. On the other hand, distribution with a negative skewness has longer left tail and the mean is placed off to the left side. As we can see in [61], data with skewed distribution can have maximal values considerably different from the mean.

The simplified view on the kurtosis can be “how curvy the final function is”. While the positive kurtosis indicates peaked data distribution, the negative kurtosis can be a sign of a flat data distribution.

4.3.7 Probability Distribution Issue
The so far collected and computed data may not suffice, as there is a different approach to determination of the threshold values with regard to the particular probability distribution that the data from an individual metric show. The analyses of information in studies [27] and [61] show that measured data of some software metrics do not follow normal distribution. Relatively often we can see that measured data approach heavy-tailed distribution and are right-skewed. Normal distribution data should have the skewness and kurtosis around zero [62]. If measured data shows skewness, the distribution does not need to be spread in the close range around the mean value [61]. In this type of distribution, the frequency of high values for random variable is very low whereas frequency of low values is very high [27]. In [61], we can find this information about right-skewed data “This skewness in metrics data affects the interpretation and usage of these metrics in evaluating software quality. Such metrics are not always well characterized by their descriptive statistics such as mean, standard deviation, minimum, maximum, and quartiles”.

As far as we consider this argument, it is necessary to firstly determine the characteristic of measured data and then continue to analyze metric values with regard to the results.

Therefore, before determining the threshold values, we firstly need to categories the metrics according to their histograms and descriptive statistics into two separate groups: the ones showing heavy-tail probability distribution, and the ones with the normal distribution.

With the heavy-tail distributed metrics the approximation and determination of their actual distribution seems appropriate. As described before, the presence of heavy-tail distribution can be observed from the descriptive statistics and histograms but again some automated software tool to help us approximate and determine the actual type of probability distribution should minimize the human error factor, make the whole process more manageable and confirm the observed conclusions.

4.3.8 Data Categorization
Finally, after the categorization of metrics through their respective probability distribution, we should have all the input data necessary for the actual threshold value determination.

In [58], a range of typical values is used for metrics evaluation. This range represents typical values of particular metrics for which its lower and upper boundaries and extreme values are defined. For computation of typical values and upper and lower boundaries the arithmetic mean and deviation are used. If a measured value of a metric is 50 % higher than the highest value of the interval between upper and lower boundary then the value is evaluated as an extreme value. This approach is suitable in the case where the data have normal distribution. As data with normal distribution are centralized around their mean values, we can look at their values as determinative.
In [27], the technique of separating values into three categories was used for assessing the thresholds values of heavy-tailed data. The categories are assigned the names of “good”, “regular”, and “bad” and each category represents particular range of values.

The “good” category represents range which contains the most frequent values. The values with low frequency of occurrence but which are still considered as not being rare belongs to the “regular” category. The “bad” category contains values, the occurrences of which are rare. This technique is appropriate for our heavy-tailed data as well.

Applying the above mentioned process on a critical system will result in getting the set of metric values of each class and method. By selecting the classes or methods, values of which cross threshold values, we get a set of classes or methods fit for review.

### 4.3.9 Tools Used

For the analysis, three tools were used. First, the tool Understand C++ 3.1 [52] was used for measuring all the metrics values of the studied system. We chose this tool because it was requirement from the company developing the system.

Second, for simplification and its widely usage, the Microsoft (MS) Excel 2003 was chosen for computation of the descriptive statistics and selection of classes for inspection.

Ultimately, the EasyFit tool (www.mathwave.com) was used for the analysis to fit the measured data to various probability distributions. This tool was chosen because of its simple usage and huge amount of probability distributions it can evaluate.

### 4.3.10 Execution

Here we sum up the actual process of data collection and analysis in the course of the study execution.

The data from source code were gathered by Understand C++. For any measured metric its own MS Excel file with results was created. After all metrics were measured, The MS Excel functions for computing of all the descriptive statistics were used. For gaining better insight on data representation, we created a histogram for each measured metric. If descriptive statistics and histograms evinced heavy-tail data distribution, the EasyFit tool was used for data distribution fitting. In the end, MS Excel was used for selecting classes for review.

### 4.3.11 Results Presentation and Further Analysis

As we can see in Table 8 and Table 9, all metrics except RFC and LCOM have mean >= median >= mode. This can be seen as a sign of the right skewness in the data [61].

The peaked characteristic of data shows the positive kurtosis in all the measured metrics. Metrics CBO, NOC, NOM, SLOC1, SLOC2, and v(g) have mean values notably smaller than maximal value, which also shows the skewness of data distribution. The kurtosis values for DIT and LCOM are negative, so we can consider DIT and LCOM as having a flat distribution.
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In the given histograms the right skew of the values of CBO, NOC, NOM, SLOC1, SLOC2, and v(g) is noticeable as we can see high concentration of values in the left side of the histograms. The visual observation confirms the results of descriptive statistics, whereas for the given set of metrics mean >= median >= mode and also relatively high values of the skewness and the kurtosis exist.

Different results can be found in the data from DIT, LCOM and RFC. The data from DIT do not show any concentration of values on the right side of the histogram. The shape of their histograms and also the results from the descriptive analysis evince the similarity with normal distribution (negative skewness and low values of kurtosis).

The LCOM data have a peak at zero; the rest of the histogram corresponds with the normal data distribution. The descriptive statistics suggest the LCOM data to be flat and non-skewed (the mean >= median >= mode does not hold here).
We can see high concentration of values around the mean in the RFC histogram. The results from the descriptive statistics show that the RFC data have relatively low values of the skewness and kurtosis. In the RFC data, the relation mean >= median >= mode is not valid.

For these reasons, we will not analyze the data from these three metrics (DIT, LCOM and RFC) with regard to the existence of heavy-tail. The threshold values for these three metrics will be established from the mean and the standard deviation will be established according to the method used in [58].

4.3.11.1 Heavy-Tail Analysis
The existence of heavy-tail was analyzed for the data from metrics CBO, NOC, NOM, SLOC1, SLOC2, and v(g). To determine the best probability distribution, we considered results from the EasyFit tool and the visual representation of the data probability functions. In Figures 11, 12 and 13 we can see the results of fitting function.

The data from the CBO metric can be characterized by generalized Pareto distribution. This data distribution belongs to heavy-tail probability distributions [63].

This distribution also fitted data from NOM and SLOC2 metrics. The Weibull distribution characterized very well the data of the NOC metric. The Weibull distribution also belongs to heavy-tail probability distributions [27]. The data from the SLOC1 metrics were well fitted by the Lognormal distribution, while the data from the v(g) metrics fitted the Exponential distribution. Both of these distributions are considered to be heavy-tailed [64].

From these results, we can see that all the data from the metrics CBO, NOC, NOM, SLOC1, SLOC2, and v(g) can be approximated by heavy-tailed distributions. According to [65], if data are heavy-tailed, their mean is not representative. Because of this, it is not convenient to use mean for establishing the threshold values. As a result, the thresholds values for these metrics were assessed according to the method used in [27] by separating values to three categories.
4.3.11.2 Identifying Thresholds Values for Metrics with Heavy-Tail Data Distribution

We used the method form [27] for identifying thresholds values from our data. We established three categories for the metrics CBO, NOC, NOM, SLOC1, SLOC2, and v(g) with the names “good”, “regular” and “bad”. The values for these categories were drawn from data and histogram analysis.

The values of the CBO metric are most frequently spread in the range 0 – 15. Almost 90% of all values were lower than 10. It is clear to see from the plots that values between 16 and 25 were presented much less frequently, but still with better probability then values higher than 25. For the CBO metric the value ranges for the categories were designated as: 0 – 15 good, 16 – 25 regular, 25+ bad.

The most frequent value in the NOC metric is 0. From the definition of the NOC metric, this value represents classes with no children. There are almost 95% of all classes without children. Classes with 1 to 5 children occur much less frequently, but we can still see their presence in the plots. The probability of the occurrence of the class with more than 5 children is very low. For the NOC metric we assigned the three categories as: 0 good, 1 – 5 regular, 6+ bad.

The NOM metrics has the most values in the range 0 – 10. Almost 90% of all the values are positioned in this range. The values in the interval 10 – 25 are presented with lower frequency, but are still apparent in the plots. The values higher than 25 can be considered as rare. We designed the three categories accordingly: 0 – 10 good, 11 – 25 regular, 26+ bad.

The values of the SLOC1 metric are most frequent in the range 0 – 10. We can find approximately 90 % of all the values in this interval. To the next category, we can put the values in the range 11 – 69. The values higher than 69 can be find very seldom. We established the three categories as 0 – 10 good, 11-69 regular, 70+ bad.

The SLOC2 values are most frequently spread in the interval 1 – 200. The values can be found in this range with almost 95% probability. The values 201 – 400 are still evident in the data, but not so often as data from the previous category. The values over 400 are rare. The three categories are therefore: 1 – 200 good, 201 – 400 regular, 401+ bad.

The most frequent value in the data from the v(g) metric is 1 and probability of this value is almost 70 %. Almost 25 % of all the values from this metrics are in the range 2 – 15. The values over 15 occur very seldom. For the v(g) metric we established the three categories as: 1 good, 2 – 15 regular, 16+ bad.

Figure 13. SLOC2 with generalized Pareto distribution and v(g) with exponential distribution
4.3.11.3 Identifying Thresholds Values for Metrics without Heavy-Tail Data Distribution

The data from the metrics DIT, LCOM, and RFC do not evince heavy-tail distribution. To identify thresholds values for these metric, we used method showed in [58]. For each of these metrics we used results from the descriptive statistics – the mean and the standard deviation – for calculating the threshold values. The first threshold value corresponds with the mean and represents the most typical value. The second threshold value is calculated as a sum of the mean and the standard deviation. This second value represents high, but still acceptable set of values. The third threshold value is calculated as a multiplication of the second threshold value by the coefficient 1.5 [58]. The third threshold value is considered as an extreme and should not be present in the dataset.

The typical value (mean) of the DIT metrics is 2, the second threshold value corresponds to 4 and extreme value is 6. The LCOM metric has the typical value equal to 40, the high – but still not extreme – value is determined as 72. We calculated the extreme value of LCOM as 108. However, as we can see in the histogram of LCOM measured values, there is no class with the LCOM metric higher than 100. This result is influenced by the special shape of the data from LCOM metric. As can be seen in the histogram of LCOM, the data are concentrated in the low values, but with higher values, they start to have characteristic of normal distributed data. Because of this behavior, the extreme values were identified manually as for the heavy-tailed metrics data and extreme for LCOM metrics was set as 100. For the RFC the typical value is 34, the high value is 49 and the extreme value is considered to be 74.

4.3.12 Identified Thresholds

Data for CBO, DIT, LCOM, NOC, NOM, RFC, SLOC1, SLOC2, and v(g) metrics were collected with the use of the Understand C++ tool. The system analyzed does not correspond by its function and robustness to free and accessible application. Because of this, we could not compare the measured data with the data from other published studies nor with the data measured from any free-to-download software from the internet. In addition, the data from similar software are almost impossible to gather. For all these reasons, we did not use statistical data from any other previous studies.

We analyzed the measured data for the existence of heavy-tail and according to results, we categorized our data into two groups. The first group contains metrics with potential heavy-tail data distribution, the second without it. With regard to the results from the descriptive statistics and histograms, we assigned the CBO, NOC, NOM, SLOC1, SLOC2, and v(g) metrics to the first group, leaving the DIT, LCOM, and RFC metrics to be classified into the second group. For both groups the thresholds values were established. For the first group, we identified the threshold values from the data and the plot characteristics by using method from [27]. The threshold values for the second group were determined from the descriptive statistics with the method used in [58]. The results are shown in the Table 10.
Evaluation of System Quality

In the previous part, the metrics' thresholds of the safety critical system were identified. In this part, the aim is to evaluate the software system in “the light” of determined thresholds values. We used MS Excel files with measured values and MS Excel functions for identifying classes and methods, which should be reviewed, because they evince abnormal values.

We aimed only at the category “bad”, because classes or methods with the worst evaluation could be the most harmful for the system. For the CBO metric, we identified 24 classes, which were in the category over 25. The NOC metric showed that 27 classes should be reviewed. Similarly, the NOM metrics detected 25 classes for review. Most classes for review showed the SLOC2 metrics – 35. From the non-heavy tailed metrics, the DIT identified 15 classes for review, while RFC identified 24. The metrics specialized in methods also detected possible problems – the v(g) metric detected 187 methods while the SLOC1 metric showed 212 methods.

The classes and methods with measured metrics values over the specified thresholds identify the possible quality weaknesses in the measured system. All these classes and methods were reported as possible threats and passed to the persons responsible for system quality assurance. On the other hand, classes and methods values of which do not cross the threshold value can be seen as non-urgent candidates for inspection, especially the classes / methods which results fall into the good / typical values. Together, these two sets of classes and methods give information about the measured system quality.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Heavy tail</th>
<th>Good / Typical value</th>
<th>Regular / High value</th>
<th>Bad / Extreme value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBO</td>
<td>yes</td>
<td>0 - 15</td>
<td>16 - 25</td>
<td>25+</td>
</tr>
<tr>
<td>DIT</td>
<td>no</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>LCOM</td>
<td>no</td>
<td>40</td>
<td>72</td>
<td>100+</td>
</tr>
<tr>
<td>NOC</td>
<td>yes</td>
<td>0</td>
<td>1 - 5</td>
<td>6+</td>
</tr>
<tr>
<td>NOM</td>
<td>yes</td>
<td>0 - 10</td>
<td>11 - 25</td>
<td>26+</td>
</tr>
<tr>
<td>RFC</td>
<td>no</td>
<td>34</td>
<td>49</td>
<td>74</td>
</tr>
<tr>
<td>SLOC 1</td>
<td>yes</td>
<td>0 - 10</td>
<td>11 - 69</td>
<td>70+</td>
</tr>
<tr>
<td>SLOC 2</td>
<td>yes</td>
<td>1 - 200</td>
<td>201 - 400</td>
<td>401+</td>
</tr>
<tr>
<td>v(g)</td>
<td>yes</td>
<td>1</td>
<td>2 - 15</td>
<td>16+</td>
</tr>
</tbody>
</table>

Table 10. Identified thresholds of measured metrics. The good, regular and bad are valid for heavy-tailed data.
<table>
<thead>
<tr>
<th>Metric</th>
<th>Classes / methods identified for inspection</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBO</td>
<td>24 classes</td>
</tr>
<tr>
<td>DIT</td>
<td>15 classes</td>
</tr>
<tr>
<td>LCOM</td>
<td>10 classes</td>
</tr>
<tr>
<td>NOC</td>
<td>27 classes</td>
</tr>
<tr>
<td>NOM</td>
<td>25 classes</td>
</tr>
<tr>
<td>RFC</td>
<td>24 classes</td>
</tr>
<tr>
<td>SLOC 1</td>
<td>212 methods</td>
</tr>
<tr>
<td>SLOC 2</td>
<td>35 classes</td>
</tr>
<tr>
<td>v(g)</td>
<td>187 methods</td>
</tr>
</tbody>
</table>

*Table 11. Numbers of classes and methods for inspection after performing evaluation of system quality*
5 Improving Quality of Safety Critical Systems

In the previous section, software metrics relevant for safety critical software were selected. Software metrics’ thresholds for one particular safety critical system were defined and based on these thresholds, the system quality was evaluated. In this section, we will focus on a particular method which aims at improving quality of safety critical systems. The idea behind this is that improving system according to important metric brings more benefits than improving system according to not so important metric.

5.1 Improving Software Quality According to Software Metrics

Some metrics can be more significant in measuring software quality sub-characteristics than the others. The ISO 9126 defines its quality model and proposes quite wide set of software metrics which can be used for measuring sub-characteristics. The set is not exhaustive and user can arbitrarily enhance the metrics by his or her own metrics and widen the whole metrics suite. Important question in here is the significance of particular metrics used in the quality model. The ISO 9126 was criticized by several authors [33], [66] for the lack of metrics weight, clarity, etc.

Improving system according to important metric can influence the overall quality of the software system more than improving the system according to a metric which does not have that much importance. User can get results from measurement of the system and some metrics can have their values over the thresholds. In this situation, with limited budget, time and experience, it can be problematic to select which part of the system should be improved first. Especially, if more metrics evidence values over or close to specified thresholds, user has to select which metric should be improved. If user selects a metric with biggest importance and improves the system according to the measure of this metric, the quality of the system should improve more rapidly in comparison with improving system according to less important metric.

5.1.1 Important Metrics for Quality Improvement

The quality of software system can be improved more quickly if the system is improved with focus on more important software metrics. At the moment, there is no clear answer to the question how to define importance for particular metric, although several authors touched this topic in their work [14], [32], [33]. The importance in the cited works is often specified based on gathered experience of the author or his colleagues.

Testing of safety critical software is very important, because as it was discussed above, failure of this kind of system jeopardize human life and / or can produce huge financial loss. Testing is one of the means to prevent system from the problems before its deployment into operation. For example, the importance of testing of safety critical system is pointed out by the norm ISO 50128 [36] for railway industry. This norm defines strict criteria for testing which need to be fulfilled to make the system approved for the usage in the railway industry.

Because the term testing is wide and defines several activities, there exists quite a wide set of metrics, which can be measured. For example, in recently published reports [67] and [68] we can find over 20 metrics to be measured in the area of testing. One of common metrics to measure in testing is the test coverage metric. In the area of safety critical systems, the test coverage metric is very important – for example, NASA in [69] says about safety critical systems: “These systems may require a formal, rigorous program of quality and safety assurance to ensure complete coverage and analysis
Another example from the safety critical area is the norm DO-178 Level B used in airborne industry [70], which defines strict demands about verification of the software code, specifying for each level of safety particular degree of test coverage.

As can be seen, the test coverage is important metric and is widely popular not just in safety critical software area. The importance of the metric is highlighted in several safety-critical norms and we can consider the metric as widely known in common. Because of its importance, we can say that by improving test coverage we can improve the values gathered by measuring the test coverage metric. By improving values of the metrics we will improve the whole quality of the system.

Important question at this point is which kinds of means do exist to improve the test coverage. As one of the possible answers to the question, the method of test inputs generation via symbolic execution can be considered. This method enables huge improvement of results of the test coverage metric by generating tests which tends to cover most of the program paths. Because this method can be very useful for improving the quality of the software system, it will be described in the following subsection.

5.2 Method of Test Inputs Generation via Symbolic Execution

Usage of the test input generation via symbolic execution method can produce wide set of tests. Due to character of the method, applying these tests to the system can reduce the possible amount of errors in the system and improve the results of the test coverage metric. The popularity of this method is confirmed by considerable amount of articles, developed tools and patents. Although the method of test input generation via symbolic execution can be used regardless of programming language, we will focus on the C++ language and apply the method to the code of one particular safety critical software.

To get proper understanding of the method and how it can help to improve the software quality, firstly, the area of software testing will be discussed. Several test inputs generation methods will be assessed later. Afterwards, the general method of symbolic execution will be described and then the focus will be targeted on the symbolic execution of C++ code. As there is no direct tool enabling symbolic execution of C++, we introduce comparison of three tools, which could be used for it with some limitations.

5.2.1 Software Testing

People are making errors every day – error can be wrongly adjusted time on an alarm clock, badly fasten seat belt, wrong punctuation in a letter etc. People usually do not want to make these errors, but they are part of our lives. In software, we are facing errors on daily basis. Programmers usually write bugs unintentionally just as ordinal people make grammar errors in the letters. However, some errors in the software can be critical. Execution of a program code of which code contains errors can lead to the failure of the whole application. This failure can be seen as an unexpected behavior of the application. The more the software can influence human life, the more vigorously we should try to prevent its code from the errors. To be able to prevent the software from the failures, we need to check it for the unexpected behavior. The software testing is a process of determining whether the tested program behaves according to expected behavior [71].

Software errors cost U.S. economy upwards to 60$ billion every year [72]. This amount of money is spent on fixing software although it could be used in other more useful ways. The importance of
testing could be seen in recent accident with HeartBleed bug in OpenSSL [73]. The thorough negative testing was pointed as a possible instrument to avoid this kind of error long before its discovering in April 2014 [74]. The software testing constitutes inseparable part of the software engineering and all prudent companies are investing into the software testers, because this investment can spare a lot of money in the future. Nevertheless, even if the software testing is perceived as the number one technique in the war with software errors, many companies still lack the quality software tests and testers. The reason is simple, the software testing is time and resource consuming task. According to [75], the software testing requires up to 50 % of the total development cost and the price can be even higher in the area of the safety critical systems. In addition to the high cost, there are usually no tangible artifacts for the management, because testing does not give any visible attribute into the software. When negotiating with blindfolded investor, it is simpler to justify the investment in the new software feature, than in the new integration tests. Therefore, one possibility to broaden the usage of software testing is lowering its cost.

To lower the cost of software testing, the automation techniques are being developed. The automated test tools can facilitate the work of software engineers, quality assurance staffs, project managers etc. The area of software testing is complex and involves many procedures [76], so there are different kinds of tools for test alleviation. One of the testing procedures, where the testing tools are aiming, is the automatic generation of the test cases. Writing test cases manually is often demanding and long-term job. To achieve the quality test coverage requires deep knowledge of the tested system and hard-labor work of the testers. For a skilled tester, even a small web application with a simple input form [77] can cost several days of writing tests for at least majority of all possible user inputs. In case of the more robust and complex system, for example the safety critical system, writing comprehensive tests manually is almost impossible. To make the process finding the right test input data for the test cases simpler, the automatic test input generation techniques can be helpful.

5.2.1.1 Testing Safety Critical Software
One area, where safety critical systems are essential, is the railway industry. Because of its huge responsibility, the software in the safety critical systems in the railway industry must comply with demanding criteria before its deployment into the real operation. The requirements for these systems are written down in norms. One of them is the norm EN 50128 from CENELEC (European Committee for Electrotechnical Standardization), which defines "process and technical requirements for the development of software for programmable electronic systems for use in railway control and protection applications" [36]. This norm, beside other things, touches the process of testing and quality assurance. According to this norm, the railway safety critical system which is SIL4 (Safety Integrity Level) [44] should make relatively thorough testing to prevent it from errors. The requirements for testing are demanding and can considerably enlarge the company’s overall budget. Therefore, any tool that makes the process of testing simpler is warmly welcomed in the software departments of railway industry.

5.2.1.2 The Analyzed Real-Time Safety Critical System
The Department of Computer Science and Engineering of the University of West Bohemia is collaborating with the major Czech company involved in railway industry. One part of collaboration is the process of rigorous testing of the railway-safety critical software. The software is generic real-time safety critical system, which is responsible for functioning of various types of railways devices.
Its main mission is to provide a base platform, where the software of these devices can run. In a simplified view, the system can be seen as a specialized operational system, which enables running of algorithms of real devices. The system is implemented mostly in C++ under MISRA C++ 2008 rules [78]. The system contains approximately 1000+ classes and approximately 190 KLOC.

The system has been tested mostly from the functional point of view. There are many tests, where the right functioning of the whole system is being examined. During design and implementation of the system, there was strong emphasis on modular architecture. Consequently, there are many tests examining the modular architecture and inner modules communication. As the system forms a base for other devices, there are also many tests examining the integration properties. Also a set of unit tests was implemented before but on the account of complexity and size of the system, these tests mainly aimed at the critical parts of the system. The broadening of unit tests could enlarge the test coverage of the code, improve the overall quality of the system and improve the compliance with the norm.

5.2.2 Test Inputs Generation Techniques

The manual creation of test inputs is an intensive and hard work. The problem of test inputs generation exists for a long time, so there are many research techniques focused on its improvement. We will describe four of them – three here and the fourth technique – symbolic execution – in the next section. Although there are other techniques (mutation testing, search based testing etc.) we will not cover them, because it goes beyond the scope of this work.

5.2.2.1 Random Testing

The idea of testing software randomly lies in generating random inputs, execution of the software with them and comparing, if the program behaves correctly (for example, methods contracts are met or program does not crash). This approach of the testing is simply in concept, widely used and usually easy to implement [79]. This technique is often used as a supplement for more systematic techniques.

The main drawback of the random testing lies in generation of huge number of very similar test inputs which do not achieve high code coverage. There are debates about the efficiency of random techniques. Several empirical studies showed random testing generation technique achieves less code coverage then systematic techniques [80], [81], [82]. Although the simple random testing probably cannot compete with systematic techniques in code coverage, there are many alternation techniques, which can make it quite useful. Five of them are described in [83]. These adaptive random testing techniques can enhance the input generation and improve the code coverage. As an example, the feedback-directed random test generation [84] achieved comparable results with the systematic approaches [85].

5.2.2.2 Combinatorial Testing

This testing technique has two main domains of usage – the configuration testing and the test inputs generation. In both domains, the technique trims the possible input space to necessary minimum and use this reduced space for the test generation. It can reduce the number of tests. The principle lies in the premise that the most bugs can be triggered by one or two parameters combination. Bugs requiring three or more parameters interaction are progressively less common [86]. According to the studies described in [87], the amount of bugs triggered up to two combinations of the inputs is between 70% and 95% dependable on the type of the project.
The combinatorial technique can theoretically generate high quality tests at lower costs. The only problematic point is its usage for the generation of software methods inputs, where the parameters can be integer or float types, which can have infinite number of combinations. There are also tools [88], [89] etc. that facilitate the combinatorial testing. An understandable example of how the combinatorial testing works can be seen in [90].

5.2.2.3 Model-based Testing
Model-based testing is based on the concept of deriving the test cases from the model of the system under test (SUT). Because the tests are derived from the model, this technique can be seen as a black-box testing. In the view of the model-based testing, the SUT is a black-box system, which accepts inputs and produces outputs. Its inner state is changing due to the input/output processing [91]. The model of the SUT contains information about the input and the output sequences on specified level of SUT abstraction. The test suites are derived from the model by selecting a finite subset of the sequences and they check the conformance of the model with the program.

The main characteristic of the model-base testing is the existence of the model of the system. To use the model-based testing properly, one need to have the model of the system or to create it from the scratch. Because the creation of a model in the middle of development can be problematic and tedious, the model-based testing techniques suit better the development processes which naturally contain the model.

5.2.3 Symbolic Execution
The idea of symbolic execution lies in making the program inputs symbolic and in executing the program with these symbolic values instead of the concrete ones. Unlike in the concrete execution, in the symbolic execution the program can take theoretically any program path. During the execution with the symbolic values, the path constraints (PCs) are collected over the symbolic values. The PCs represent conditions under which the program flow can reach a concrete program path. After the symbolic execution finishes, by using the PCs, one can compute the concrete values. Solution of these PC can be used as test inputs that make the program use the correspondent path. The technique can be used for generating tests with extensive test coverage, because by it’s application one can derive high percentage of the possible paths through the program.

PC is a Boolean formula, accumulating all current constraints over the symbolic input for one path through the program. Every branch condition makes the PC updated and creates another PC. Basically, for the “then” branch another PC (PC’) is created, while the “else” branch updates the original PC. After the branch condition is evaluated, both PCs will be inspected for satisfiability, which is done by the constrain solver. If any PC becomes unsatisfiable, the symbolic execution will not continue along the corresponding path and the path is marked as unfeasible. Otherwise, the symbolic execution will continue. The symbolic execution ends when reaches an exit statement or triggers an error (assertion violation etc.). The symbolic execution engine also needs to handle the program state, which maps variables to symbolic expressions and the program counter, which points to the next executed statement.

Simple example of a code examined by symbolic execution can be found in Figure 14. The code executed by the symbolic execution is represented by the symbolic execution tree. Nodes of the tree represent program states, while the edges represent states transitions. First line of each node describes the mapping of variables into symbolic values. The second line contains the PCs. In the
beginning, the two variables x and y are made symbolic by assigning them into symbolic values. After the line 2, the program splits into two branches, each branch has its own PC. The “else” branch directly ends, while the “then” branch continues by updating the x. The next split is after the line 4 is executed and another two branches are created. As the symbolic value of x has been updated before, the PCs of both branches contain this updated value. In the end of the symbolic execution, three paths through the program code were revealed. Each path is described by its own PC. As the next step, the PCs from all the paths are used to generate the test data. In our example, the 2,3,4,5,8 paths can be tested by the input -100 and -50. The paths 2,3,4,8 can be tested by the input -10 and 1. The test input 100 and 50 will cover the remaining paths 2,8.

![Figure 14. Symbolic execution of a simple program](image)

The symbolic execution is known for almost forty years. First publications are dated from the mid-1970s [92], [93], [94] and [95] (most cited paper). Although the technique is relatively old, it registered larger expansion in the research area just recently. There are at least two known reasons for this. Firstly, the symbolic execution strongly depends on the constraint solvers. The more efficient solver the symbolic executor has, the more complex constraints can be evaluated. There are nowadays many constraint solvers [96], [97], [98] which can be used for the purpose of the symbolic execution. The second reason for the current progress is the huge computing power developed in last decades. For example, in comparison with mid-1980s, the Apple iPad 2 is as fast as the Cray-2 [99]. The symbolic execution can be extremely expensive if it traces the paths through the program code, so better power is appreciated.

### 5.2.3.1 Challenges of the Symbolic Execution

Although the symbolic execution is popular research area of computer scientist, there are still many challenges, where further research is needed. There are many tasks where some extra exploration is required but because of the limited scope of this work, just a few of the most important will be shortly mentioned in the next paragraphs. It is needed to point out that the problems of symbolic execution are frequently highly tied together. For example, improvement of a constraint solver by
widening its functionality for new operations can deteriorate the whole executor power, because it will need to explore more paths.

1) Extern Calls

We define extern calls as a program calls to functions whose results cannot be retrieved while the program is being symbolically executed. While the program is symbolically executed, we cannot know the result of calling these functions unless we also symbolically execute them. Majority of present programs contains many calls of external libraries, external functions, system calls etc. Therefore, there is a need to solve this problem.

At the moment, several solutions have been presented and verified. One of them is to replace the unknown function call by random value, where the type of the value is determined according to the returning function type. Another solution is gathering the results of external functions call from concrete execution of the program. These approaches are used in so-called concolic (concrete + symbolic) execution [100], also known as white-box fuzzing [101] or dynamic symbolic execution [102]. Concolic testing can handle most of the extern calls but we pay for the concretization by possible false-positive reports.

2) Path Explosion

Even a small program with a few lines can contain huge amount of possible paths. With the increase of the length of an execution path, the number of the feasible paths increases exponentially [103]. To reach all possible paths can be, even with current computer power, hard to realize and with modern complex software, it becomes almost impossible. The path explosion problem is seen as the main challenge in the symbolic execution [104].

Although the simple and robust solution is still nonexistent, many approaches alleviating this problem were discovered. Several of the techniques are based on intelligent search strategies during the path analysis – for example, the generational search [105] or the combination of coverage-optimized search and the random path selection strategy [106]. Another approach for facing this problem can be improving the loop navigation [107] or taking the random paths during the execution process [108].

3) Complex Constraints

Solving constraints is a NP-completed problem [106] and it makes the symbolic execution engines spend most of its time in solving complex constraints. Recent constraint solvers are able to handle a large amount of constraints, but still have limitation in non-linear arithmetic operations such as the multiplication, division, mathematical functions, pointer operations, floating number arithmetic etc.

To facilitate the work of constraint solvers, several techniques were presented in last years. For example, the caching technique works on principle of saving constraints and their results and afterwards comparing the current processed constraint with the cached ones. If we hit the cache, we save time of solving constraint [109]. Other techniques use irrelevant constraint elimination [99] or concretization [106].
5.2.3.2 Symbolic Execution of C++ code

The C++ language has been developed a lot in last years and today with its new standards and features represents modern and heavily used programming language for the software developers. Because of richness of its mechanisms (constructors, destructors, operator overloading, multiple inheritance, templates, exceptions, lambdas, functors etc.) it is a hard tasks to parse it. The C++ grammar is ambiguous and while parsing the code, the meaning often depends on its context [110]. This demanding character of the C++ mostly caused the lack of tools for symbolic execution of this language. On the other hand, distinct part of industry software is written right in C++ which makes it interesting for researches from the industry area.

The C++ language is based on the C language. Many articles were written about symbolic execution of the C code and there exists significant number of tools allowing symbolic execution of C, while there are just a few articles about this technique with C++ and no public available tool for the C++. We need to note that the tools for the symbolic execution of the C code often propose also symbolic execution of the C++, but the reliability is usually not sufficient for real usage.

Although currently, there is no public available tool, there are several articles describing successful implementation of the symbolic execution of the C++ [111], [112]. The tool KLOVER [112] implemented by Guodong et al adapted the tool KLEE [106] to work with the C++ code. KLEE is a symbolic executor which uses the LLVM compiler infrastructure [113] to alleviate the program analysis and generate test inputs for the program. To achieve sufficient functionality when handling with C++, they had to make KLEE work with new instructions. As an example, they implemented the llvm.eh instructions to handle exceptions. Another adaption was done on the uClibc++ library [114], which was used as a substitution for the standard C++ library. This adjustment brought considerable speeding up of symbolic execution and also strongly improved the code coverage. The tests on public available C++ programs showed mostly better code coverage with much less tests required in comparison with manual testing. The same was achieved in real-world industry application, where the test driver extent was smaller than the one in manual testing [112].

The tool [111] presented by Garg et al uses a principle of combination of concolic testing with alleviated random testing. Their approach is named as “Feedback-directed random class unit test generation using symbolic execution” and is patented [115]. For the processing of the C++, their own intermediate language (IL) is used. To compile origin source code into the form of IL, they used their own tool called CILpp, which is based on the CIL tool [116]. To generate tests, they firstly try to reach all possible paths by alleviated random inputs generation adopted from the tool Randoop [85]. When the code coverage stops improving, the concolic execution is utilized to enhance the test generation. The executed tests on publicly available software proved overall quality of this concept by increasing the code coverage in a compartment with separately usage of the techniques. Unfortunately, neither the CILpp is public available, nor is the whole tool.

Although there are no available symbolic executors for the C++ code recently, the future seems to be optimistic. There are a few promising projects, which could move the current state ahead. One of them could be the “Native Symbolic Execution” [117] which uses “lightweight KLEE style symbolic execution technique”. Another project, which aim is to develop comprehensive toolbox for program analysis, is the STANCE project [118]. Albeit the aim of the project is not directly the symbolic
execution due to its wide extent for developing the toolbox, we can assume it will also have positive effects on the symbolic execution of the C++.

As the area of the symbolic execution is wide and the tools are still developed and new articles are constantly accumulated, there are some web pages, aimed on the news tracking. On one of them [119], is listing many testing tools, and some of them are determined for the symbolic execution. Another page [120] is dedicated to track only the “code based test generation tools”. Further sources of information can be obtained by the comparison of articles [121] and [122].

5.2.4 The Tools Comparison

As we mentioned in the beginning, we will compare three available tools for the symbolic execution of the C++ code. We picked up these tools, because all of them are open-source and they can with limitation carry out the symbolic execution of the C++. We also need to note that all the three tools are connected with the LLVM compiler infrastructure [113].

5.2.4.1 Clang Static Analyzer

Clang [123] is a modern, open-source and popular compiler for the C/C++ code as for the Objective-C and Objective-C++. Clang uses LLVM as its backend, so it enables to compile into the LLVM intermediate language. Its popularity is growing as the companies like Apple, Google, ARM etc. are involved in its development. According to the tests from the middle of 2014 [124], the C clang beats the GCC in the performance in more than 1/3 of benchmarks.

The Clang Static Analyzer (CSA) [125] is a part of the Clang infrastructure and is used not only by the Apple developers to check the code for bugs (for example, in this article the CSA is used to find the HeartBleed bug [126]). As the Clang, the CSA is also open-source and can be used by anyone, who has installed the Clang. The CSA performs path-sensitive exploration of the program and passes over the processed information about the code to so-called “checkers”. Every checker is usually responsible for handling one type of errors, for example, one checker takes care of division by zero, another one of null pointer dereference etc.

One of the key benefits of the CSA is the possibility to write own checkers. For example, the project [127] uses the CSA for writing the MISRA C++ compliance checkers. The openness and good documentation makes relatively easy to write own checkers. To implement a checker, one has to extend the template class Checker and overwrite some of its functions. One of these functions is “checkPreCall” – every time the CSA realizes the code continues with a method, it calls all the checkers which have overwritten this method with the information about the current state and the method details. Every checker can then react as it thinks fit. An example can be seen in the Figure 15. In the example, the checker will print the text “Hello main” every time before the function with the name “main” will be called by the analyzer core.

```
1. class CheckerExample : public Checker::check::PreCall { 
2.   public: 
3.     void checkPreCall(const CallEvent &Call, CheckerContext &C) const { 
4.       if (C.getCallerName(CE) == "main") {
5.         cdb::error() << "Hello main"; 
6.       } 
7.     } 
8. }
```

Figure 15. Example of a simple checker
Although the CSA does not directly provide the symbolic execution, it holds the symbolic values in its inner components. As the CSA carries out the static analysis, it also holds the results of applying SMT solver to the symbolic formulas composing from these symbolic values. The CSA also uses the CFG representation of the program flow, so the symbolic formulas and its expression in numbers can be acquired from the nodes where the CFG is splitting. The number expression are represented by ranges, i.e. every symbolic value should have its range, where is saved and which value should this variable have in the current path.

We applied the CSA to our real-world software and tried to use it for generation of test inputs. To create the test inputs, we implemented a checker, which processed the program after the analysis was done, because we need to work with the complete control flow graph (CFG). We encountered several issues, when trying to do it. First one was caused by the lack of information about how to “hack” the CSA to get the needed information. It was very time consuming and we had to use the trial and error approach. Another problem was the current constraint solver neither did support the bitwise operations nor the floating point numbers. Because the solver is implemented deeply in the code, it is not a simple task to change it for another one. Also the symbolic expressions contain only one symbolic value at the same time, so it is necessary to collect the symbolic values through the CFG. The CSA also enables to work with only one source file at the same time, so to process more files, an extern script should be used. On the other hand, the CSA does not demand the source code to be in the compiled state, and consequently, the CSA can be applied on most software without demanding environment setting.

5.2.4.2 Bugst
The Bugst [128] is an open-source project developed by the team from the Masaryk University in Brno. It is a collection of libraries and utilities aimed to make the developing of experimental tools for the program analysis simpler. The whole project consists of several smaller tools, where each one performs specific function. For example, the Symtex is a library enabling symbolic execution or the Lonka allows user to view the CFG of the analyzed program. The whole Bugst project is written in the C++ and aims to the analysis of the C/C++ code. The ideas implemented in some of its libraries were presented before [107], [129], [130], [131], [132].

To make the Bugst work, we spend a long time in the environment preparation. Finally, we decided to write our own instructions manual [133] for the possible future experimenters, because we wanted to help them from being stuck even before working with the tools. The problems with environment preparation arose because of the lack of detailed documentation and also because the Bugst needed many external libraries. Another cause for difficult preparation is that the Bugst uses the LLVM infrastructure but is written in the form of the Visual Studio project – firstly, one needs to get ready the LLVM infrastructure for the Visual Studio and after that start to build the Bugst. On the contrary, the possibility to use the Bugst in the Visual Studio has its benefits in a good and friendly debugger.

We tried to apply the Bugst tool Rudla to our real-world software. The Rudla is a uniting base for most of the Bugst libraries responsible for the symbolic execution. For example, via Rudla tool, one can start the classic symbolic execution of a program or the compact symbolic execution [129]. To use the Rudla tool correctly, the source code transformations are needed. Firstly, the code has to be compiled via the Clang compiler into the intermediate form of LLVM. After that, the Bugst tools
llvm2cellvm and cellvm2lonka have to be used to convert the LLVM intermediate form into the inner Bugst’s simplified form. Right here we encountered first problems, because the simplified form of the Bugst does not support many C++ features. For example, the “anonymous namespaces not supported” exception was thrown very often, even on files, which did not contain any anonymous namespace. Another issue with Rudla occurs during processing more input files. The translator into the intermediate Bugst form is able to work only with one file per transformation and the source code has to contain the Main function. If the input files do not contain it, the transformation will not be successful. On the contrary, when the conversion runs correctly, with the Rudla tool, one can even debug the symbolic execution and collect interesting information about the program flow.

5.2.4.3 KLEE

KLEE [106] is the only one tool we compare here, which can directly generate tests for given input program via the symbolic execution. The KLEE is also the only tool which was already successfully used for the test inputs generation for the C++ code (in the tool KLOVER [112]). Unfortunately, authors of the KLOVER did not make the software open-source and it is not possible to acquire it even for evaluation purposes. The popularity of the KLEE is boosted by the good on-line documentation with easy-to-understand examples, even with one unconventional, where the symbolic execution helps to solve the maze problem [135]. The above declared popularity is also confirmed by recent (August 2014) 43 forks, 89 stars and 27 watches of the source code in the repository [136] and also by many publications and tools, which basis is the KLEE tool [137].

![The KLEE work-flow](image)

The base for the KLEE tool was the tool EXE [109]. Unlike the EXE, the KLEE is built over the LLVM infrastructure, can handle the interaction with system environment and brings many other optimizations. The KLEE proved its usefulness many times, for example, it was able to beat in coverage the manual testing of the CoreUtils. The KLEE needed only 89 hours to generate tests and even had over 16.8 % better coverage [106]. Because of its usefulness, KLEE became open-source in 2009 and many users joined the KLEE community. The KLEE has also been extended by several research groups [134].

We tried to apply the KLEE to our real-world software, because it should provide at least limited support for the C++ code [138]. Regrettably, we got stuck even before examining first source file of our code. The KLEE needs to have the analyzed sources compiled into the LLVM intermediate language via the llvm-gcc compiler. The llvm-gcc compiler can be used as substitution for the Clang.
According to the on-line manual, the KLEE uses the llvm-gcc in the version 4.2 [139]. When we tried to compile our code with this compiler, we got many error messages about casting, type sizes etc. and the compilation failed. We found out the problem could lie in the old version of the llvm-gcc, so we installed a new one. We applied the new version to our code and the compilation was done without problems. Unfortunately, the KLEE declined to process compiled sources from the newer compiler version with an error message. We at least tried the examples and found out that the KLEE is quite useful, but at the same time, for our software, we will need to wait for a new version of KLEE with support for new compilers version.

5.2.4.4 Comparison Results
The survey about tools enabling symbolic execution of the C++ code was performed in previous part. Because we have not found any available tool directly allowing the symbolic execution of the C++ code, we tried to “hack” some tools, which partially provide this functionality. We took three tools connected with LLVM for comparison – the Clang Static Analyzer, a static analyzing tool which uses a symbolic execution during the process of a code analysis; the Bugst library, an experimental set of tools for facilitating a creation of code analyzers; and finally the KLEE, which is a tool greatly known for generating tests via symbolic execution for the C code with partial support for C++. In the Table 1, the results are summarized.

<table>
<thead>
<tr>
<th>Clang Static Analyzer</th>
<th>Bugst</th>
<th>KLEE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Language</strong></td>
<td>C++</td>
<td>C++</td>
</tr>
<tr>
<td><strong>Mainly supported OSs</strong></td>
<td>Linux, MacOS</td>
<td>Windows</td>
</tr>
<tr>
<td><strong>Good to know</strong></td>
<td>Clang</td>
<td>LLVM</td>
</tr>
<tr>
<td><strong>Pros</strong></td>
<td>Full support for C++, popularity, alive</td>
<td>Many different tools</td>
</tr>
<tr>
<td><strong>Cons</strong></td>
<td>Does not generate test inputs, needs hacks to access to the symbolic values</td>
<td>Does not generate test inputs, does not support all C++ features, non-known</td>
</tr>
<tr>
<td><strong>Documentation quality</strong></td>
<td>Good</td>
<td>Poor</td>
</tr>
</tbody>
</table>

Table 12. Tools comparison results.

As we can see in the Table 12, every tool has its cons and pros. It is regrettable that there is no free tool, which would enable the symbolic execution of the C++ code. Instead, one needs to bend the available tools to work for it. We are hesitating which tool should be recommended as a base for building a symbolic executor for the C++ for the purpose of test generation. All three examples have
its benefits, but it will cost a lot of effort to enhance any of them to generate tests for the C++ code. Finally, we let the reader to decide, which tool would suit better for him, because everybody has its own criteria. As we wrote before, it will cost many hours of coding to add the missing functionality. Consequently, it is hard to conclude with a clear statement about which tool should be chosen.
6 Conclusion

In the first part of the thesis, the general term quality was introduced and several definitions of quality were presented. With sufficient background from the general definitions of quality, the software quality was defined. Three well-known definitions of software quality were shown and their differences were discussed. Afterwards, the idea of quality models as means for evaluation of software quality was introduced. Three important software quality models were covered and their inner structure was described thoroughly. In the last part of the first section, the software metrics were announced as an important measurement tool in the software quality models. The first section covers broad part of software quality in the common context and therefore can be handy as a source of information for anyone interested in the area of software quality.

The second part of the thesis covers the topic of safety critical systems. After introduction into the topic and definition of safety critical systems, three methods used in recently developed safety critical systems were shown. All three methods were described in detail, which can give abundant information about how the safety critical software systems are developed. Finally, comparison between the three methods was produced and the result can help possible feature developers of safety critical systems to decide which design implementation to choose.

In the third part of the thesis, the topic of evaluation of quality of safety critical systems was covered. Firstly, the metrics relevant for safety critical systems were selected from two real-world safety critical projects. Three tools enabling measurement of selected metrics were explored and described together with mapping of the selected metrics into the tools API. Later on, sample project was measured by the selected tools and by selected metrics. As a next step, differences in measurements from the three tools were discussed. The mapping and results examination described can help other practitioners in selecting right tool and metrics for quality assessment. Last but not least, the topic of metrics thresholds was discussed in-depth and thresholds for particular safety critical system were derived. Because the metrics were clearly selected, the thresholds can be used by possible future evaluators of another safety critical system. Finally, based on the metrics thresholds gathered, the system quality was evaluated. Owing to the quality evaluation, several parts of the code were recommended for further review.

The fourth part of the thesis aimed at the quality improvement of safety critical systems. The main idea lies in enhancing quality of the systems through improving results of software metrics. To enhance the quality more rapidly, the metrics importance was placed and one particular metric with great importance, test coverage, was chosen. As a next step, methods which can improve the metrics results were discussed. One of the methods – test input generation via symbolic execution – was selected because of its ability to widely enhance the number of tests. The method is deeply described and its advantages and challenges were presented. Afterwards, three tools partially enabling application of the method to real-world safety critical software were introduced and compared thoroughly. This part of the thesis can be beneficial for those, who want to improve quality of not-just safety critical systems, because it indicates the possible way how to do it. The described method of test generation via symbolic execution and discussion of its challenges can also help the future developers to determine critical parts of the implementation.
6.1 Possible Directions of Future Research

In the thesis, various topics connected with quality of safety critical systems were covered and discussed. Because of the complexity of covered topics, there are several possible directions where the future research can lead. Some of them will be discussed below.

The metrics thresholds evaluation in the fourth part of the thesis considered only one particular safety critical system. The future endeavor can be seen in the study of differences between metrics thresholds measured in this thesis and data from a system with at least some degree of similarity. As it has already been said in the section, it is hard to collect data from systems as was the one which was examined because they are usually not publicly available. Nevertheless, it would be interesting to compare the gathered results with measurement of thresholds of some open-source operational systems such as Linux that appear to be the most similar to our software. The research should be done with bearing the domain differences in mind. Another approach for selection of proper thresholds could be mining the version control systems used for the current safety critical system. With sufficient knowledge of the source code from the repository, the thresholds can show how the quality of the system flown in the time.

Several opened questions still remain regarding to the importance of metrics and weights. For example, the test coverage metric was chosen as important by examination of several well-known norms for safety critical systems and its broad usage. As a possible tool for important metrics’ selection, their weights should be considered. The research in the area of metrics weights is still ongoing and at the moment, there is no unitary view on weights evaluation. For example, the author of [14] defines wide set of metrics which can be used for measurement and also provides the mapping between software characteristics, sub-characteristics and metrics. The mapping is supplied in the form of on-line compendium [140] accessible for everyone with the Internet access. Authors of the compendium also provide kind of metrics’ weight assessment by defining each connection between sub-characteristic and metric with description “related” / “highly related”. Even if the weights are not numerical, it can be useful to get impression about how to relate and weight metrics. Another approach can be seen in the work [32] and [33] where the authors use multi-criteria analysis named Analytic Hierarchy Process to derive weights for selected metrics and afterwards, they use them together with clustering algorithm for system quality evaluation. The approach of the authors is interesting, but the paper [32] suffers from the lack of proper description of the method used and computed weights for metrics. The paper [33] contains information about weights and proper description of applied method, but also reveals that subjective expert knowledge is needed to set the initial metrics weights. The effort to put importance into metrics measurement can be seen also in the ISO 9126-1 [13]. The authors provide several examples with weight assigned to software sub-characteristics. Regrettably, the weights examples do not connect metrics with sub-characteristics.

As it was shown in the section about symbolic execution, there are many unsolved challenges the resolving of which can greatly improve the method itself. Several challenges such as path explosion, extern calls or complex constrains were already discussed in the text, but there are also many others, which were not covered to preserve reasonable scope of the text. For example, the floating-point computation is the known challenge which was not discussed in here, but the improvement of which would enhance the test generation widely. Recently, this challenge was targeted for example in [141], where the authors use static analysis of floating point instructions to overcome this issue. Despite preliminary experiments showed the method to be able to alleviate the solving of floating
point constraints, the technique suffers from false positives and there is still room for an improvement.
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