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1 Introduction

A large amount of not described data, various data formats, standards and non-
standardized domain descriptions lead to incompatible results and interpretations
of electrophysiological experiments and to difficult communication between lab-
oratories and research groups. A recent trend is to annotate data and create
domain ontologies to share them within web-based systems. Laboratories and
research groups need to follow best ontology practices, data formats, use existing
ontologies and terminologies. Storing of well described data can increase the life-
time of acquired data and domain ontologies shared within web-based systems
and allow better cooperation between laboratories and research groups.

Our research group, a member of the Czech INCF! National Node, specializes in
research in electroencephalography (EEG) and event-related potentials (ERP).
The group has developed the EEG/ERP portal (containing over 200 experiments)
that allows groups of researchers to store, update and download data and meta-
data from EEG/ERP experiments. Our group collaborates with Electrophysiol-
ogy ontology workgroup (EPhys). This workgroup is a newly formed group which
aims is to define the practical and technical details for the development of an on-
tology for annotating electrophysiological data. I am a member of this group as
a core ontology developer. The current primary objective of our research group
is to define the ontologies to represent our EEG/ERP experiment setup.

In this work, Section 2 introduces semantic web technologies, projects and a state
of the art of ontologies. Section 3 describes electrophysiological and neurophys-
iologic communities. It also provides details of our research group and EPhys
ontology workgroup. Current ontologies, possible improvements for new ontolo-
gies and best ontology practices are described in Section 4. Current terminologies
and data formats are described in Sections 5 and 6. The tools used for sharing
ontologies are described in Section 7. The conclusion and the aims of Ph.D. thesis
are given in Section 8.

International Neuroinformatics Coordinating Facility
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2 Semantic web

The Semantic Web enables computers to do more useful work and to develop
systems that can support trusted interactions over the network. The Semantic
Web refers to W3Cs vision of the Web of linked data. Semantic Web technologies
enable people to create data stores on the Web, build vocabularies, and write rules
for handling data [1].

2.1 Linked Data

The primary hypothesis is to have a huge amount of data on the Web available
in a standard format, reachable and manageable by Semantic Web tools. Fur-
thermore, not only does the Semantic Web need access to data, but relationships
among data should also be made available to create a Web of Data. This collec-
tion of interrelated datasets on the Web can also be referred to as Linked Data.
A common format (RDF?) is used to create Linked Data, to access to existing
databases (relational, XML, HTML, etc). The next step is to be able to setup
query endpoints to access that data more conveniently. W3C provides a palette
of technologies (RDF, GRDDL?, POWDER?, RDFa®, the upcoming R2RML®,
RIF7, SPARQL?®) to get access to the data [1].

2.2 Vocabularies

The vocabularies define the concepts and relationships used to describe and rep-
resent an area of concern. Vocabularies are used to classify the terms that can be
used in a particular application, characterize possible relationships, and define
possible constraints on using those terms. There is no clear division between
what is referred to as "vocabularies” and ”ontologies”. The ontology is used for
more complex and formal collection of terms. Vocabularies are the basic building
blocks for inference techniques on the Semantic Web [1].

2RDF Resource Description Framework

3GRDDL - Gleaning Resource Descriptions from Dialects of Languages
4POWDER - The Protocol for Web Description Resources

SRDFa - Resource Description Framework in attributes

SR2RML - RDB to RDF Mapping Language

“RIF - Rule Interchange Format

8SPARQL - SPARQL Protocol and RDF Query Language (Recursive acronym)



2.3 Metadata
One of the challenges of using data is understanding how the various data were

measured or obtained. This information (the data about data) is often called
metadata and represents knowledge about how the data can be used [2].

2.4 W3C semantic web technology stack

Fig. 1 shows the W3C semantic web technology stack illustrating the architecture
of the Semantic Web|2].

User Interface & Applications

Trust
Ontology
Query: OWL Rule:

SPARQL

RIF

Crypto

RDFS |

Data interchange:
RDF

XML

URI/IRI '

Figure 1: W3C semantic web technology stack [2].

Basic semantic web standards and technologies:

e XML (eXtensible Markup Language) is a markup language used to
describe the hierarchical structure of text documents via tags. The tag is
a structure which is used for the initial and final border along a defined
element. The tag can be understood as a means for delivering metadata to
text structure, which encloses.



e RDF (Resource Description Framework) is a directed, labeled graph
data format for representing information in the Web. RDF is used to write
the metadata [3].

e RDFS (Resource Description Framework Schema) works as a basic
language for creating ontologies with very simple semantics. This scheme
extends the RDF language to express properties of objects, design objects,
classes and their hierarchy description. RDFS allows to express relation-
ships between sources and can be divided into two groups - classes and
properties [4].

e OWL (Ontology Web Language) is a markup language used for working
with ontologies. Ontologies define the relations between individual items of
RDF.

e SPARQL (SPARQL Protocol and RDF Query Language) is the
query language for RDF. RDF specification defines the syntax and seman-
tics of the SPARQL [3].

e RIF (Rule Interchange Format) is a format which is used to define
a standard for exchanging rules among rule systems, in particular among
Web rule engines [5].

2.5 Query

The Semantic Web is viewed as a global database, then we need a query language
for that data. The query methods have looked for patterns within a single triple
by setting the subject, predicate, or object to a wildcard. This is useful, but by
treating each triple independently, we aren’t able to easily query across a graph
of relationships. It is these graph relationships, spanning multiple triples, that
we are most interested in working with [2]. SPARQL is the query language for
the Semantic Web.

2.5.1 SPARQL

The SPARQL provides a standardized query language to create queries over RDF
graphs using the models RDF triples together with logical operations conjunction
and disjunction. The construction of these queries allows us to obtain complex
information from the source ontology. [3] SPARQL query consists of three basic
parts:

e prologue - defines namespaces and prefixes that are used in other parts of
the query.



e query header - specifies the type of query to be performed in the next
section.

e main part - is used to define the target ontology (RDF graph) to query
and variables including the very search terms in the form of graph patterns.

For illustration, below the notation is a simple SPARQL query which is used to
find the titles and types of all devices in implicitly given graph.

PREFIX eegdatabase: <http://eegdatabase.kiv.zcu.cz/device>
SELECT 7title 7type
WHERE {

?device x eegdatabase:Device.

?device eegdatabase:Title 7title.

?device eegdatabase:Type 7type.

2.6 Resource Description Framework

Technological base of the Semantic Web is the language RDF, which serves as
a general framework for the description, exchange and reuse of metadata. This
framework provides a simple model used for describing resources that is indepen-
dent of the specific implementation. The actual details of the object are made
through predication that are referred to as the triples. Each of the triples forms
together a subject, a predicate and an object. The subject is any object iden-
tified by URI and has the property, which we describe by triple. The property
is described by the predicate. The target object is the value that the previous
object acquires for the predicate. This principle can be illustrated on a simple
prediction, received the sentence ” Amplifier has property sampling frequency.”
The subject is the Amplifier, predicate is a property ” has property” and object
is the sampling frequency, as shown in Fig. 2.

Subject Predicate Object

has property sampling

frequency

Amplifier

Figure 2: Example of RDF triple.
For the components of each triples graph applies the following rules:

e subject - can be formed by a URI identifier or the anonymous list



e predicate - can be formed by the URI identifier

e object - can be formed by the URI identifier, anonymous list or literal

The graphic design or XML syntax is used for write RDF triples graph. Below a
sample code represents the triple from fig. 2.

<rdf:RDF xzmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:dc="http://purl.org/dc/elements/1.1/">
<rdf:Description rdf:about="http://www.w3.org/Device/Amplifier">
<dc:has property>sampling frequency</dc:has property>
</rdf:Description>
</rdf :RDF>

RDF is used for creating the knowledge base (RDF triples tree). The knowledge
base is a repository that provides a means for specific area (e.g. electrophysiology
and experiments to be collected, organized, shared, searched and utilized). The
knowledge base must be depend on ontology.

2.7 Ontologies

At the heart of all Semantic Web applications are ontologies. T. Gruber for-
mulated the definition of an ontology: ”An ontology is an explicit specification
of a conceptualization” [6]. W. Borst made modification of the definition and
its wording is: ”a formal specification of shared conceptualization” [7]. In other
words, ontologies are formalized vocabularies of terms. Yann Le Franc defined
ontologies in an alternative way: ”Ontologies are formal models of knowledge
in a particular domain and composed of classes that represent concepts defining
the field as well as the logical relations that link these concepts together” (see
Fig. 3) [8]. Designing an ontology is a long process in which it is necessary to
understand the area and compile a list of used terms.

Domain ontology is the most widely used ontology. It describes each specific
area, which is defined in general (medicine, neuroinformatics) or specifically (the
issue of certain diseases, measuring ERP). The OWL language is used for the
implementation of the ontology.

There is a large number of tools for creating ontologies. The most widespread
and most elaborate tool is Protege®.

9http:/ /protege.stanford.edu/
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Human-readable definition ‘

Figure 3: Model of ontology [8].

2.7.1 OWL

OWL (Web Ontology Language) provides three different languages (see Fig. 4)
intended for use in specific cases:

¢ OWL Lite allows users to define a hierarchical class system with simple
constraints links [9]. It also provides resources for notation the symmetric,
transitive and inverse properties, and also a simple restriction on the size
of the selected set of model objects - cardinality, but which in this version
is limited to acceptable values 0 and 1 [10].

¢ OWL DL offers all OWL language constructs which are subject to certain
restrictions on their use (e.g. it is not possible to use cardinality constraints
for properties defined as transitive) [10]. It allows to define the union,
disjunction and supplements classes or any constraints cardinality [9].

¢ OWL FULL is a variant that provides maximum expressivity, which uses
all OWL language constructs. This option will not impose any restrictions
on the evaluation rules, thus it is impossible to guarantee the computational
satisfiability [10].

OWL 2 is an extension and revision of OWL developed by the W3C working
group which was published in 2004. Fig. 5 gives an overview of the language
OWL 2. It shows the basic construction blocks and the relationships between
them [12].
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|
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Expressivity and complexity

Figure 4: Dialects of OWL language [11].
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syntax - document
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2 %’3‘@\0@/0,0 N \sa g a @bo/ Q’O&/ \'\o“a\/ v =
~"% NN 7 AR
Dy, \ 4 o
3

Semantics layer

Direct Semanucs . Somespondence theorem (fi' DL subset) - RDF-Based Semantics

Figure 5: The structure of the language OWL 2 [12].

2.8 Project

There are many projects and tools for Semantic Web solutions [13].
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2.8.1 DBpedia

This project is an effort to publish structured data extracted from Wikipedia:
the data is published in RDF and made available on the Web for use under
the GNU Free Documentation License, thus allowing Semantic Web agents to
provide inferencing and advanced querying over the Wikipedia-derived dataset
and facilitating interlinking, re-use and extension in other data-sources [14].

2.8.2 Friend of a Friend

A popular vocabulary on the semantic web is Friend of a Friend (FOAF). This
project uses RDF to describe people, the relationships between them and the
things around them (work, school and etc.). FOAF defines an open, decentralized
technology for connecting social Web sites. [15]

2.8.3 Semantically-Interlinked Online Communities project

This project (SIOC) provides a vocabulary of terms and relationships that model
web data spaces (e.g. discussion forums, blogs, blogrolls / feed subscriptions,
mailing lists, shared bookmarks and image galleries) [16]. SIOC reuses the Dublin
Core model to define various attributes of created content and FOAF. Interlinking
FOAF and SIOC also provides a model for identity federation on the Web. SIOC
has become an inevitable core element of the Social Semantic Web [17].

2.8.4 GoPubMed

GoPubMed is a knowledge-based search engine (ontology-based browser) for
biomedical texts (for PubMed). The Gene Ontology (GO) and Medical Subject
Headings (MeSH) serve as "Table of contents” in order to structure the millions
of articles of the MEDLINE database [18].

2.8.5 NextBio

A database consolidating high-throughput life sciences experimental data tagged
and connected via biomedical ontologies. Nextbio is accessible via a search en-
gine interface. Researchers can contribute their findings for incorporation to the
database. The database currently supports gene expression or protein expres-
sion data and sequence centric data and is steadily expanding to support other
biological data types [19].
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2.9 State of the Art of ontologies in the semantic web

A survey (published in 2006) of ontologies available on the web collected 688 OWL
ontologies. Of these, 199 were OWL Lite, 149 were OWL DL and 337 OWL Full
(by syntax). They found that 19 ontologies had in excess of 2 000 classes, and that
6 had more than 10 000. The same survey collected 587 RDFS vocabularies.[20]
DARPA Agent Markup Language (DAML) ontology library contains about 250
examples written in OWL or DAML+OIL (a converter from DAML+OIL to
OWL is available on the web). In addition, several large ontologies have been
released in OWL. These include a cancer ontology developed by the US National
Cancer Institute’s Center for Bioinformatics, which contains about 17,000 can-
cer related terms and their definitions, and an OWL version of the well-known
GALEN medical ontology, developed at the University of Manchester. [21]

BioPortal Statistic - Number of uploaded ontologies

g

&

Number of uploaded ontologies

20
| g S d
o . B . . : :
2008 2009

2007 2010 2011 2013

Figure 6: BioPortal Statistic - Number of uploaded ontologies.

Fig. 6 shows a graph with number of uploaded ontologies from year 2007 to
present time. There are currently more than 350 biomedical ontologies, 6 080
782 terms, 38 resources indexed, 4 739 989 indexed records, 2 152 326 315 direct
annotations, 26 050 710 506 direct plus expanded annotations in the National
Center for Biomedical Ontology (NCBO) BioPortal'® [22].

Ohttp://bioportal.bioontology.org/
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Table 1: Availability of ontologies within web-based systems

Web-based systems Available Ontologies
BioPortal 352

OntoFox 127

Ontobee 125

Neuroscience Information Framework 56

Ontology Lookup Service 84

There are a lot of web-based systems to support ontology reuse. Tab. 1 shows
the availability of ontologies within web-based systems.
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3 Electrophysiology and neurophysiology com-
munity

Electrophysiology is a technology used to study the electrical properties of biolog-
ical cells and tissues. Electrophysiology typically involves the measurements of
voltage change or electrical current flow on a wide variety of scales from single ion
channel proteins to whole tissues [23]. Neurophysiology is the study of nervous
system function. The primary tools of basic neurophysiological research include
electrophysiological recordings such as patch clamp and calcium imaging, as well
as some of the common tools of molecular biology. Neurophysiology is connected
with electrophysiology and other brain sciences. [24]

3.1 Our research group

Our research group at the Department of Computer Science and Engineering,
University of West Bohemia, a member of the Czech INCF National Node, spe-
cializes in the research into electroencephalography (EEG) and event-related po-
tentials (ERP). These techniques were expected to become obsolete when hemo-
dynamic methods (e.g. PET and (f)MRI) were developed, but due to their
high temporal resolution they are currently viewed as important complements to
them. [25]

3.1.1 EEG/ERP experiments

Our research group focuses on exogenous event-related potentials that are emitted
by the brain as it makes the decision or initiates the response. [26]

The EEG/ERP data measured at our department are usually based on odd-ball
paradigm. These experiments usually try to elicit the P3 response by presenting a
surprising and task-relevant stimulus [27]. The following EEG/ERP experiments
are performed in our laboratory:

e Driver’s attention during monotonous driving (visual and auditory stimu-
lation)

e Traditional oddball EEG/ERP experiments (visual stimulation, e.g. based
on the LED stimulation)

e Attention of children with developmental coordination disorder (auditory
stimulation)

The following EEG/ERP experiment are performed in the laboratory of Faculty
of Medicine in Pilsen:
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e Visual cortex of mice (Steady State Visually Evoked Potentials)

3.1.2 EEG/ERP laboratory

For our experiments, the EEG/ERP laboratory at the Department of Computer
Science and Engineering at the University of West Bohemia is used. The labora-
tory is located on the fourth floor of the building. It contains a soundproof cabin,
standard EEG caps placed according to 10-20 system with 19 electrodes, an am-
plifier, different kinds of stimulation devices and a computer with the software
for storing data [28]. The diagram of commonly used devices in our laboratory
is shown in Fig. 7.

Soundproof Ammu% ém lation
. subject with - N y
cabin EEG cap B l@“ce /

-~
‘ watching the

scenario

EEG signal

fromall
channels

/EEG headbox

| Scenario of the

EEG signal experiment

Amplified J

EEG signal

 J

apter
— ——— — ,/\ ...... T
Amputer storing thﬁ \
{ results of the EEG/ERP

experiment
- - Markers of
o - the events —
" B
% / Computer
\ \'

generating the
Amplified EEG N stmuii 4
signal + —— —
markers of the
events (USB2
interface)

Figure 7: EEG laboratory - Diagram [28].

3.1.3 Portal for Research in Electrophysiology
The EEG/ERP Portal allows groups of researchers to store, update, download

data and metadata from the EEG/ERP experiments measured in our laboratory.
On the basis of activities that a user can perform we recognize four user roles

16



(Reader, Experimenter, Group Administrator, Supervisor). User who wants to
upload a custom experiment or download experiments he/she is forced to create
an account and to be a member of at least one group. The user can create an
account within the EEG/ERP Portal directly or can use a custom Facebook or
LinkedIn account (such account is synchronized with the Portal after first login).
Fig. 8 shows the main web page of the portal [29].

> EEGhase

Home

No user logged \ Register

Login

Forgotten password?

Welcome to EEGbase 2.0

EEG base is a system for storage and management of EEG/ERP resources - data, metadata, tools and materials E-mail
related to EEG/ERP experiments. EEG base advances electrophysiology research by enabling access to public data,
tools and results of research groups.

Features: Password

Management of EEG/ERP data and metadata
Management of EEG/ERP experimental design (experimental scenarios)

.
.
* Management of data related to tested subjects [T] Remember me on this computer.
* Sharing of knowledge and working within groups
* Signal processing tools
« Content management system OR
* Fulltext search a——
For continuing on this website you need to log in. If you don't have an account, you can create one. ﬁ Log in with Linkedin
i Partners
Register
—______ REGISTERED
i
Discover the EEGbase 2.0
<
incf
2 i — B usi - @i - L Nodeol
> » » »
— —~— o — ———

EEGbase - database for data gained in encephalography research.

Copyright ® The University of West Bohemia 2008-2012

Figure 8: EEG/ERP Portal - User Interface Preview [30].

3.2 EPhys ontology workgroup

The analysis of the existing ontological resources reveals a lack of terms for ac-
curate and unambiguous annotation of electrophysiological data and metadata.
With the development of different resources for describing and sharing this par-
ticular type of data, the community needs controlled vocabularies to describe the
different types of electrophysiology recording (from single cell to EEG record-
ings). [31]

As electrophysiological recordings are often used in multi-modal neurophysiologi-
cal experiments, the scope of the ontology has been extended to cover any type of
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neurophysiological experiments. The development of OEN!! has been separated
along two main branches: the device/method branch and the neurophysiological
concept branch (describing action potential, action potential features, etc.). [31]

The device branch terminology is built upon existing ontologies related to neuro-
physiological experiments or investigation, namely the Ontology for Biomedical
Investigation'?(OBI) and the Neural ElectroMagnetic Ontologies'*(NEMO). Ex-
isting terms describing neurophysiological set-ups and investigations have been
imported using the MIREOT format [32] and the web service Ontofox!*. The
granularity of the ontology has been extended using the odML terminology!®
and terms from the EEGBase. To test the ontology, the group created a simple
knowledge base to describe the content of the EEGBase database. [31]

In parallel, the members of the group are developing a terminology to describe
neurophysiological concepts such as action potentials for instance. This work
is done in collaboration with other relevant ontologies such as the Phenotypic
Quality Ontology, PATO' and the Gene Ontology, GO'. [31]

HOEN - a formal ontology for describing experimental neurophysiology
2http://obi-ontology.org/

13http:/ /purl.bioontology.org/ontology /NEMO

“http: / /ontofox.hegroup.org/

Bhttp: / /www.g-node.org/projects/odml/terminologies

http:/ /obofoundry.org/wiki/index.php/PATO:Main_Page

http: / /www.geneontology.org
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4 Current ontologies

4.1 Neural ElectroMagnetic Ontology

The main aims of this project (NEMO) is to create EEG and MEG ontologies
and ontology based tools. These resources will be used to support representation,

classification, and meta-analysis of brain electromagnetic data. The three pillars
of NEMO are:

1. DATA - consist of raw EEG, averaged EEG (ERPs), and ERP data analysis
results.

2. ONTOLOGY - describes classes of event-related brain potentials (ERP)
and their properties, including spatial, temporal, and functional (cogni-
tive/behavioral) attributes, and data-level attributes (acquisition and anal-
ysis parameters).

3. DATABASE - is a large repository that stores NEMO consortium data,
data analysis results, and data provenance.

Minimal Information for Neural ElectroMagnetic Ontologies (MINEMO) is the
minimal set of experiment meta-data that is required for datasets that are used
in the NEMO project. It is modeled on MINI (Minimal Information about
a Neuroscience Investigation), which was developed by Frank Gibson and col-
leagues for the CARMEN. NEMO has 1817 classes, 119 individuals and 98 prop-
erties. [33] [23]

4.1.1 MINEMO

This project contains three categories:

1. Standardized checklist - specifies guidelines for reporting eight sets of
fields: General features of experiments, Study subject, Anatomical location
of electrophysiological recording, Experimental task, Experimental stim-
uli, Behavioral response data, Recording specifications and Electrical (time
series) data.

2. Controlled vocabularies or lexicons for data annotating - contain
the BrainMap lexicon which has enjoyed widespread use in connection
with their database in human neuroscience. The BrainMap database is
a repository with results from thousands of functional brain imaging stud-
ies. The BrainMap lexicon covers a range of metadata, including stimuli,
tasks (instructions), and protocols for measurement of behavioral and brain
responses.
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3. Formal ontology - contains semantic categories or classes that refer to
well-defined entities (e.g., stimulus, response). Each class has a uniform
resource identifier, or URI, which is globally unique, in addition to a
human-readable label. Ontology specifies the semantic relations between
classes and these relations are called object properties and impart much
of the power behind ontologies. NEMO has adopted many of the recom-
mended practices outlined by the OBO Foundry, including reuse of existing
resources, modularity or orthogonality, human-readable annotations and
using of Basic Formal Ontology as an upper ontology and Ontology of Bi-
ological Investigations as a mid-level ontology. [34]

4.2 Gene Ontology

The Gene Ontology (GO) project provides an ontology of defined terms repre-
senting gene product properties. The ontology covers three domains: cellular
component, the parts of a cell or its extracellular environment; molecular func-
tion, the elemental activities of a gene product at the molecular level, such as
binding or catalysis; and biological process, operations or sets of molecular events
with a defined beginning and end, pertinent to the functioning of integrated liv-
ing units: cells, tissues, organs, and organisms. The GO ontology is structured
as a directed acyclic graph, and each term has defined relationships to one or
more other terms in the same domain, and sometimes to other domains. The
GO vocabulary is designed to be species-neutral, and includes terms applicable
to prokaryotes and eukaryotes, single and multicellular organisms [35]. Gene
Ontology has 39 464 classes, 0 individuals and 8 properties.

4.3 Phenotype And Trait Ontology

PATO is an ontology of phenotypic qualities, intended for use in a number of
applications, primarily defining composite phenotypes and phenotype annotation,
Phenotypic qualities (properties). This ontology can be used in conjunction with
other ontologies such as GO or anatomical ontologies to refer to phenotypes.
Examples of qualities are red, ectopic, high temperature, fused, small, edematous
and arrested [36]. PATO has 2378 classes, 0 individuals and 10 properties.

4.4 'The open biomedical ontologies Foundry

The open biomedical ontologies (OBO)*® Foundry collects and coordinates on-
tologies in the biological domain.

Bwww.obofoundry.org
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The OBO Foundry!? is a collaborative experiment involving developers of science-
based ontologies who are establishing a set of principles for ontology development
with the goal of creating a suite of orthogonal interoperable reference ontologies
in the biomedical domain. The groups developing ontologies who have expressed
an interest in this goal are listed below, followed by other relevant efforts in this
domain. [37].

OBO Foundry Principles

10.

4.5

. The ontology is open in the sense that it is available to be used by all under

the following two constraints (1) its origin must be acknowledged and (2) it
is not to be altered and subsequently redistributed under the original name
or with the same identifiers.

The ontology is in, or can be expressed in, a common formal lan-
guage. (A provisional list of languages supported by OBO is provided at
http://obo.sf.net/.)

The ontology possesses a unique identifier space within OBO.

The ontology provider has procedures for identifying distinct successive
versions.

The ontology has a clearly specified and clearly delineated content.
The ontology includes textual definitions for all terms.

The ontology uses relations which are unambiguously defined following the
pattern of definitions laid down in the OBO Relation Ontology.

The ontology is well documented.
The ontology has a plurality of independent users.

The ontologies in the OBO Foundry will be developed in a collaborative
effort. [38]

OBO Relations Ontology

OBO RO is a collection of relations intended primarily for standardization across
ontologies in the OBO Foundry and wider OBO library. It incorporates core
upper-level relations such as part of from BFO. [3§]

19
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4.6 NIFSTD

NIF Standard ontology (NIFSTD) is a core component of the NIF. The ontol-
ogy includes a set of modular ontologies that provide a comprehensive collection
of terminologies to describe neuroscience data and resources. NIFSTD relies on
these existing biomedical ontologies as Chemical Entities of Biological Interest
(ChEBI), Gene Ontology, Protein ontology, Ontology for Biomedical Investiga-
tion and The Ontology of Phenotypic Qualities. The NIFSTD is constructed
according to the best practices closely followed by the Open Biological Ontol-
ogy (OBO) community. NIFSTD has 90 064 classes, 548 individuals and 366
properties.

4.6.1 Basic structure and design

NIFSTD follows OBO Foundry principles [38] to developing highly interoperable
and reusable reference ontologies. Modularity NIFSTD is founded on a mod-
ular fashion, each module covering orthogonal domain of Neuroscience concepts
(macroscopic anatomy, cell types, techniques, nervous system function, molecules
etc.). Following a modularization ontology pattern (ODPs?®), NIFSTD promotes
easy extendibility towards its evolution [39] [40]. Each of the modules is stan-
dardized to the same upper level ontologies such as the Basic Formal Ontology
and OBO Relations Ontology. [41]

Representation Language NIFSTD is expressed in W3C standard OWL-DL
dialect. [41]

Reuse of Available Ontology structure NIFSTD reuses existing available
knowledge sources, terminologies and ontologies [41]. The process of importing or
adapting a new ontology or vocabulary source varies depending upon its state [42].

e If a source already uses OWL, the OBO-RO and the BFO and is orthogo-
nal to existing modules, the import simply involves adding an owl:import
statement to the main ontology file (nif.owl). [41]

e [f an existing orthogonal ontology is in OWL but does not use the same
foundational ontologies as NIFSTD, then an ontology-bridging module (ex-
plained later) is constructed declaring the deep level semantic equivalencies
such as foundational object and processes. [41]

e [f an external source is satisfiable by the above two rules but observed to
be too large for NIF’s scope of interests, a relevant subset is extracted as
suggested by NIF’s domain experts (e.g., CHEBI, OBI). MIREOT principle
is used here because allows extracting a required part of larger ontology. [41]

20http://odps.sourceforge.net/
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e If the external source has not been represented in OWL, or does not
use the same foundation as NIFSTD, then the terminology is adapted to
OWL/RDF in the context of the NIFSTD foundational layer ontologies. [41]

Single Inheritance NIFSTD follows the simple inheritance principle for the hi-
erarchy of named classes; i.e., an asserted named class can have only one named
class as its superclass; however, a named class can have multiple anonymous
superclasses. This principle promotes the named classes to be univocal and to
avoid to ambiguities. The classes with multiple superclass are derivable via au-
tomated classification on defined NIFSTD classes with necessary and sufficient
conditions. [41]

Unique Identifier and Annotation Properties NIFSTD entities are identi-
fied by a unique identifier and accompanied by a variety of annotation properties
from Dublin Core Metadata (DC) and the Simple Knowledge Organization Sys-
tem model. [41]

Object Properties and Bridge Modules NIFSTD object properties are
mostly drawn from the OBO Relations Ontology (OBO-RO). The cross-domain
relations are specified in separate bridging modules - modules that only contain
logical restrictions and definitions on a required set of classes assigned between
multiple modules [42]. The bridging modules allow the main domain modules to
remain independent of one another without the bridging modules.

Versioning Various annotation properties are associated with versioning differ-
ent levels of content within NIFSTD. These include creation and modification
dates for each of the classes; file level versioning for each of the modules, annota-
tions for retiring antiquated concept definitions, tracking former ontology graph
position and replacement concepts. [41] [42]

Accessing NIFSTD Ontologies NIFSTD is available in OWL format and can
be loaded by the OWL editing tools (e.g. Protege). It is also available through
NCBO BioPortal?!. NIFSTD is served through an ontology management system
called OntoQuest?2. NIFSTD has a SPARQL endpoint?® and is also available in
RDF. [41]

4.7 Basic Formal Ontology

Basic Formal Ontology (BFO) grows out of a philosophical orientation which
overlaps with that of DOLCE and SUMO. Unlike these, however, it is narrowly
focused on the task of providing a genuine upper ontology which can be used

2http://bioportal.bioontology.org/ontologies /40510
220ntoQuest Web Services - http://ontology.neuinfo.org/ontoquestservice.html
ZBNIFSTD SPARQL Endpoint - http://ontology.neuinfo.org/sparqlendpoint.html
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in support of domain ontologies developed for scientific research, as for example
in biomedicine within the framework of the OBO Foundry. Thus BFO does not
contain physical, chemical, biological or other terms which would properly fall
within the special sciences domains. [43]

Many of the members of the Open Biomedical Ontologies (OBO) Foundry ini-
tiative, including the Gene Ontology, the Foundational Model of Anatomy,
the Protein Ontology, and the Ontology for Biomedical Investigations
(http://www.obofoundry.org/) are utilizing Basic Formal Ontology to assist in
the categorization of entities and relationships in their respective domains of re-
search. BFO adopts a view of reality as comprising (Fig. 9) (1) such as object,
qualities, and functions, and (2) occurents, the events or happenings in which
continuants participate.

types

Continuant Occurrent

< - TN\

process, event

Independent| | Dependent
Continuant Continuant

thing quality
o000 ® @ @ 0@ 0@ instanceof @ ®© © ® © © ©
instances John's temperature (a quality instance)

Figure 9: BFO view [44].

BFO has 39 classes, 0 individuals and 0 properties. The subtypes of continuant
(thing, quality, ...) and occurrent (process, event, ...) categories represented in
BFO are shown in Sections 4.7.1 and 4.7.2. [45] Fig. 10 shows rationale of OBO
Foundry coverage.
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Figure 10: BFO - rationale of OBO Foundry coverage [44].

4.7.1 The continuant categories of BFO

There are represented the subtypes of continuant in BFO:

BFO:entity
continuant

independent continuant
object
object boundary
object aggregate
fiat object part
site

dependent continuant

generically dependent continuant
specifically dependent continuant

quality
realizable entity
function
role
disposition
spatial region

zero-dimensional region
one-dimensional region
two-dimensional region
three-dimensional region
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4.7.2 The occurrent categories of BFO
There are represented the subtypes of occurrent in BFO:

BFO:entity
processual entity
process
process boundary
process aggregate
fiat process part
processual context
spatiotemporal region
scattered spatiotemporal region
connected spatiotemporal region
spatiotemporal instant
spatiotemporal interval
temporal region
scattered temporal region
connected temporal region
temporal instant
temporal interval

4.8 Computational Neuroscience Ontology

Computational Neuroscience Ontology (CNO) is a controlled vocabulary of terms
used in Computational Neurosciences to describe models of the nervous system.
This first release of CNO is an alpha version and should be further aligned with
other ontologies accessible on BioPortal and should be made compliant with the
OBO foundry recommendations. [46].

4.9 Information Artifact Ontology
The Information Artifact Ontology (IAO) is a new ontology of information enti-

ties, originally driven by work by the OBI digital entity and realizable information
entity branch [47]. TAO has 173 classes, 20 individuals and 55 properties.

4.10 Ontology for Biomedical Investigations
The Ontology for Biomedical Investigations (OBI) Consortium is developing an
integrated ontology for the description of biological and clinical investigations,

written in OWL DL. [48] OBI has 3689 classes, 163 individuals and 114 properties.
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OBI uses the Basic Formal Ontology as its upper-level ontology. OBI structure
was separated into 10 sections (biomaterial, data transformation, digital entity,
function, instrument, plan, protocol applications, qualities, role and relations)
called branches. These branches allow independent development by different
groups. Each branch is maintained in separate OWL file, and contains closely
related terms and definitions.

4.10.1 OBI development practices

Minimal Information to Reference External Ontology Terms
(MIREOT) - OBI built-in import mechanism is to copy only parts of exter-
nal ontology into obi.owl using MIREOT. [48]

Releasing OBI - is a mechanism that allows the release of the public version
of OBI on a monthly basis. The release process includes checks for content
quality (e.g., annotations compliant with our policy), syntax (e.g., OWL species
validation), and reporting candidate release status to the ontology developers. [48]

Quality check and reports - Jena-based script to read branch files and inden-
tify missing elements, duplicates, or misuse of any of their metadata properties
is used. The reports are simple HTML pages displaying terms and associated
issues. [48]

Identifier maintenance policy - Having a stable and consistent ID policy is a
fundamental OBO Foundry principle. In OBI, identifier are prefixed with "OBI_”
and followed by seven digits. [48]

Managing disjoints - is a mechanism of manually added disjoints to classes as
building the ontology [48].

Distributing OBI with inferred superclasses - The defined classes are used
and an easy-to-use file is provided that does not require the use of reasoner on
the end-user side. Therefore they assert, via script, the inferred superclasses to

their OWL file. [48]

Assuming that all classes have instance - The OWL reasoners (Pellet and
Fact++) are used. The mechanism of scripting the addition of anonymous indi-
viduals of each type named in the ontology as part of the release process is used.
This mechanism is used for each leaf class and before computing the inferrend
superclasses. [48]

Increasing the readability of the RDF /XML - Numerical identifiers for all
entities are used. Numeric identifiers ensure that a human-readable label can
be changed without needing to change the URI, and establishes an unbiased
basis for internationalization. However, they sometimes need to edit the OWL
RDF /XML directly, which is cumbersome because IDs are not easily remembered.
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To increase human readability they post-process the RDF/XML and generate
XML comments for the released version of the file. [48]

4.11 Summary
4.11.1 Current state

Semantic web solutions for EEG/ERP data management focus mainly on building
ontologies. The new terminology is build upon existing ontologies related to neu-
rophysiological experiments or investigation, namely the NEMO and OBI. The
NEMO project provides formal semantic definitions of concepts in ERP research,
including ERP patterns, spatial, temporal, functional (cognitive/behavioral) at-
tributes of these patterns, and data acquisition and analysis methods and param-
eters.

4.11.2 Possible improvements

A recent trend in bio-informatics and neuro-informatics is creation of domain
ontologies [49]. The granularity of the new ontologies has been extended using
the odML terminology and terms from the EEGBase. Since there is no ontology
describing EEG/ERP experiments in our laboratory [25], including visual evoked
potential experiment with mice, conditions and circumstances during EEG/ERP
experiments (e.g. weather conditions, laboratory environment, measured sub-
jects” emotional state etc.), it is necessary to define the related terminology and
to design and create new ontologies.

4.11.3 Best Ontology Practices

The new ontologies must have the recommended practices outlined by the OBO
Foundry [42], including reuse of existing resource (terms, ontologies, modular-
ity or orthogonality, human-readable annotations and perhaps most important
- use of the Basic Formal Ontology as an upper ontology and the Ontology of
Biological Investigations as a mid-level ontology. The next practice is cooper-
ation with community of researchers who design and create ontologies (EPhys
ontology workgroup, NIF), and develop web-based systems providing access to
a library of biomedical ontologies and terminologies (BioPortal, NIF, OntoFox,

Ontobee). [41] [34]
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Benefits of coordination:

e No need to reinvent the wheel

Can profit from lessons learned through mistakes made by others
e Can more easily reuse what is made by others

e Can more easily inspect and criticize results of others work (PATO)

Leads to innovations (e.g. Mireot) in strategies for combining ontologies [44]
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5 Current terminology

5.1 Minimum Information about a Neuroscience Investi-
gation for Electrophysiology

A MINI:Electrophysiology minimum represents the minimum requirements that
should be reported about a dataset to facilitate computational access and analysis
to allow a reader to interpret and critically evaluate the processes performed and
the conclusions reached, and to support their experimental corroboration. In
practice a MINI comprises a checklist of information that should be provided

(for example about the protocols employed) when a data set is submitted to the
CARMEN system??. [23]

5.2 Reporting requirement for description in neurophys-
iological domain

This section describes requirements for description in neurophysiological domain.
Each checklist term has a definition. The first MINI checklist is shown in Ap-
pendix A and the second checklist of EEG/ERP portal terminology is shown in
Appendix B.

Zhttps://portal.carmen.org.uk/
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6 Current data formats

6.1 odML

G-node? proposed a simple format, the ”open metaData Markup Language”
(odML), for collecting and exchanging metadata in an automated, computer-
based fashion. In odML arbitrary metadata information is stored as extended
keyvalue pairs in a hierarchical structure. Central to odML is a clear separation
of format and content, i.e., neither keys nor values are defined by the format.
This makes odML flexible enough for storing all available metadata instantly
without the necessity to submit new keys to an ontology or controlled terminology.
Common standard keys can be defined in odML-terminologies for guaranteeing
interoperability. [32]

For annotation and sharing of data it is necessary to have a format that fulfills
certain requirements:

—_

. Easy to use and ideally human readable.
Can be implemented into any recording, analysis or management tool.
Open and freely available.

Inherently extensible and flexible for changes.

AR

More or less unresticted i.e. it must/should not restrict the user or strictly
require entries. [50]

6.1.1 Description of the odML data model

Data exchange requires that also annotations, metadata, are exchanged. In order
to allow interoperability we need both a common (meta) data model, the format
in which the metadata are exchanged, and a common terminology. The data
model of the odML is based on the idea of key-value pairs like sampling frequency
= 1000Hz. The group tried to keep the model as simple as possible while being
flexible, allowing interoperability, and being customizable. The model defines four
entities (Property, Section, Value, RootSection) who’s relations and elements are
shown in the Fig. 11. More information and a detailed description can be (soon)
found on the documentation pages. Property and Section entities are the core
of the odml. A Section contains Properties and can further have subsection thus
building a tree-like structure. The model further does not control the content
which is a risk, on the one hand, but offers the flexibility we consider essential.
So far, this model has been implemented as a XML schema. [50] [32]

25German Neuroinformatics Node
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Figure 11: odML ERA model [50].

6.2 Other ML formats

6.2.1 SignalML

Signal Markup Language®® (SignalML) provides simple and effective process of
encoding the metainformation, needed for a proper interpretation of digital time
SignalML allows describing other formats
for storing biomedical data (including EEG data). Unlike the actual software,
created in thousands of instances for conversions, display or analysis of data in
particular data formats, only one instance (metainformation SignalML file) is
needed for a given format to make it readable by any compliant software [51].

series, stored in different formats.

Fig. 12 shows SignalML 2.0 layers.
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Figure 12: SignalML 2.0 layers [51].

26http:/ /bei.fuw.edu.pl/wiki/Signal ML
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6.2.2 NeuroML

NeuroML is a language for describing detailed models of neural systems [52].

The aims of the NeuroML initiative are:

e To create specifications for a language in XML to describe the biophysics,
anatomy and network architecture of neuronal systems at multiple scales.

e To facilitate the exchange of complex neuronal models between researchers,
allowing for greater transparency and accessibility of models.

e To promote software tools which support NeuroML and support the devel-
opment of new software and databases.

e To encourage researchers with models within the scope of NeuroML to
exchange and publish their models in this format. [52]

6.3 Hierarchical Data Format

Hierarchical Data Format (HDF5) is a file format, data model and an I/O library
for storing and managing data. It supports an unlimited variety of datatypes, and
is designed for flexible and efficient 1/O and for high volume and complex data.
HDF5 is portable and is extensible, allowing applications to evolve in their use of
HDF5. The HDF5 Technology suite includes tools and applications for managing,
manipulating, viewing, and analyzing data in the HDF5 format. [53] [54]

The HDF5 technology suite includes:

e A versatile data model that can represent very complex data objects and a
wide variety of metadata.

e A completely portable file format with no limit on the number or size of
data objects in the collection.

e A software library that runs on a range of computational platforms, from
laptops to massively parallel systems, and implements a high-level API with
C, C++, Fortran 90, and Java interfaces.

e A rich set of integrated performance features that allow optimizations of
storage space and access time.

e Tools and applications for managing, manipulating, viewing, and analyzing
the data in the collection.

e The HDF5 data model, file format, API, library, and tools are open and
distributed without charge.[53]
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7 Current tools

7.1 Minimum information to reference an external ontol-
ogy term

The Minimum Information to Reference an External Ontology Term
(MIREOT?") allows us to do so by providing a way to import external terms
from ontologies not yet using BFO as an upper ontology, or not yet using OWL
DL [47].

Challenges of imports:

e Large overhead - using large ontologies, such as NCBI Taxonomy or Foun-
dational Model of Anatomy (FMA)

e True Alignment - Ontologies constructed using a different design, or not
using BFO as upper level ontology prevents full integration

e Fluid development - Resources under development [47]

7.1.1 Defining minimum information

The first step is to define URI of the class, URI of the source ontology and position
in the target ontology. This minimal set allows us to ambiguously identify a term.
The second step is to capture additional information (label, definition, other
annotation - "human-readable”, superclasses: e.g. NCBI taxonomy, ...). [47]

7.1.2 Implementation

This section describes an implementation of the MIREOT guidelines. The im-
plementation was performed in the context of the OBI project, and can be de-
composed into a two-step process:

1. Gather the minimum information for the external class.

2. Use this minimum information to fetch additional elements, like labels and
definitions. [47]

Once the external term is identified for import, the first step is to gather the
corresponding minimum information set. This set is stored in a OWL file - exter-
nal.owl. A Perl script, add-to-external.pl®® is used to automatically append the

2Thttp://obi-ontology.org/page/ MIREOT
Z8http://obi.svn.sourceforge.net /svnroot /obi/trunk /src/tools/add-to-external.pl
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minimum information set to the external.owl file. This script takes as arguments
the identifiers of the external class to be imported and its parent class in the
target hierarchy, in this case in the OBI hierarchy. [47]

In addition, a mapping mechanism between the prefix used in the identifier and
the external source ontology URI is built into the script. Curators therefore need
only specify the ID of the external class to import and the ID of the class it
should be imported under, within the target ontology. [47]

Additional elements can be obtained programmatically via SPARQL CON-
STRUCT queries, as described in Fig. 13. These queries specify which extra
information about the class to gather, such as the definition and preferred label,
and how to map these into the corresponding OBI annotation properties. [47]

prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>

prefix owl: <http://www.w3.org/2002/07/owlé>

prefix obi: <http://purl.obofoundry.org/obo/>

prefix obo: <http://www.geneontology.org/formats/oboInOwl#>

construct

{
_ID_GOES_HERE_ rdf:type owl:Class.
_ID_GOES_HERE_ alias:preferredTerm ?label.
_ID_GOES_HERE_ rdfs:label ?label.
_ID_GOES_HERE_ alias:definition ?definition.

}

where
{
{ _ID_GOES_HERE_ rdfs:label ?label. }
UNION
{ _ID_GOES_HERE_ obo:hasDefinition ?blank.
?blank rdfs:label ?definition}

Figure 13: Template SPARQL query [47].

The external term is directly imported from the external resource, with the sta-
tus and definition as defined by the external resource. Finally, a script, create-
external-derived.lisp®, iterates through the minimum information stored in ex-
ternal.owl. Depending on the source ontology URI of each of our imported terms,
it then selects the correct SPARQL template and substitutes the relevant ID. The
queries are then executed against the Neurocommons SPARQL endpoint. [47]

This supplementary information, which is prone to change as the source ontologies
evolve, is stored in a second file, externalDerived.owl. This file can be removed
on a regular basis, e.g., before release of OBI. [47]

7.2 ONTOFOX

OntoFox is a web-based system to support ontology reuse. It allows users to input
terms, fetch selected properties, annotations, and certain classes of related terms

29https://obi.svn.sourceforge.net/svnroot /obi/trunk/src/tools/old-build /create-external-
derived.lisp
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from source ontologies and save the results using the RDF /XML serialization
of the OWL. OntoFox follows and expands the MIREOT principle. Inspired
by existing ontology modularization techniques, OntoFox also develops a new
SPARQL-based ontology term extraction algorithm that extracts terms related
to a given set of signature terms. In addition, OntoFox provides an option to
extract the hierarchy rooted at a specified ontology term [55].

7.2.1 OntoFox workflow

The input data is parsed internally by the OntoFox web server. SPARQL queries
are then constructed and used to query remote RDF triple stores, containing
the RDF triples of source ontologies. After successful query execution, an OWL
output file is generated and provided to the user for download. Fig. 14 shows the
Ontofox workflow.

Branch extractions:

source terms & B | Source A Low level Web Server [0 ool
target ontology ontology source terms 9  queries | A
superclasses ; T -~ L INPE - )
T Parse =
v Uinput ROF triple
v stores
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Annotation . ouput
Settings 4| intermediate 4| targetontology .
term mireoting supearclasses iter ; Database Servers
Reformat
A 4

OntoFox

Fox back
& & OntoFox Web Output file download ! OWL ouput Eiokax fciand pracesses

Figure 14: OntoFox Workflow [55].

7.3 BioPortal

The National Center for Biomedical Ontology (NCBO) has developed BioPortal,
a web portal that provides access to a library of biomedical ontologies and termi-
nologies (http://bioportal.bioontology.org) via the NCBO Web services. BioPor-
tal enables community participation in the evaluation and evolution of ontology
content by providing features to add mappings between terms, to add comments
linked to specific ontology terms and to provide ontology reviews [56] [57] [58].
BioPortal allows researcher to:

e browse the library of ontologies

e search for a term across multiple ontologies
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e browse mappings between terms in different ontologies

e receive recommendations on which ontologies are most relevant for a corpus

annotate text with terms from ontologies

search biomedical resources for a term

e browse a selection of projects that use BioPortal resources

7.4 Ontobee

A web server aimed to facilitate ontology visualization, query, and development.
Ontobee provides a user-friendly web interface for displaying the details and its
hierarchy of a specific ontology term. Meanwhile, Ontobee provides a RDF source
code for the particular web page, which supports remote query of the ontology
term and the Semantic Web [59].

7.5 Ontology Lookup Service

The Ontology Lookup Service® provides a web service interface to query mul-
tiple ontologies from a single location with a unified output format. The OLS
can integrate any ontology available in the Open Biomedical Ontology (OBO)
format.[60] Currently OLS has 84 ontologies and 1 950 654 terms.

7.6 Neuroscience Information Framework

The Neuroscience Information Framework (NIF) is a dynamic inventory of reg-
istered Web-based neuroscience resources containing data, materials, and tools.
NIF maintains the largest searchable collection of neuroscience data, the largest
catalog of biomedical resources, and the largest ontology for neuroscience on the
web. It advances neuroscience research by enabling access to public research
data and tools through an open source environment [61]. Currently over 6,000
resources are registered in the NIF. Data and metadata of individual research
groups are contained in simple spreadsheets, a web page, or a queryable database.
The NIF has many tools available to help to share data and metadata (e.g. Cu-
ration Interface CINDY for registering resources, LBGenTool6.1 for generating
a DISCO file). The technical support and curators care about NIF portal man-
agement and assist with registration. Registration of neuroinformatics resource
is divided into three levels [62]. T successfully registered EEG/ERP portal within
NIF.

30http://www.ebi.ac.uk /ontology-lookup/
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7.6.1 Level 1

At the lowest level,registering our source to the NIF requires providing NIF with
the URL and basic information about the resource. This level places the re-
source in the NIF Registry, where it is available through direct query and through
the NIF Web. The first step is to complete a registration form on the website
NeuroLex, where basic information about registered resources is required (the
user must be registered). The registration form includes a description of the
source, source name, owner resources, cooperating entities, a grant title of the
source, abbreviation, source URL, the link to the publication source, keywords
and free text information about the source. The second step is to generate a
sitemap which keeps our NIF Registry description up-to-date and inform search
engines about the resource.The DISCO (Extensible Web resource DISCOvery,
registration and interoperation framework) Resource Description (Sitemap) files
have been created and ”EEGbase” has been registered to the DISCO Dashboard
(Fig. 15). Resource integration is managed by editing existing DISCO files to add
more services. [62] [61] The last step is downloading DISCO XML file(disco.xml),
which contains information about integration approach designed to facilitate in-
teroperation among Internet resources, and downloading DISCO resource descrip-
tion (disco.rd.xml), which contains description of our resource. These two files
"disco.rd.xml” and ”disco.xml” are copied to the root directory of our web re-
source so that the DISCO crawler can find our resource. DISCO file consists of a
set of tools and services that allow resource providers to share data and metadata
with automated systems such as NIF. This step completes Level 1 registration.
It provides information about the resource, but does not provide direct access to
dynamic content or to the structure of the content. [62] [61]

[DESHBEEH - Documentation - Advanced - Contact Us

The Dashboard is the place f ners interoperating with NIF to manage their resource. This includes editing or appending files and setting the craw! frequency. Additionall, the dashboard provides general information about the resource such as the status of
s are stored (locally at NIF or remotely at site), and which services each resource is participating in. Clicking on a particular service, e.g., Resource Description, retrieves a summary of participating resources. From the
Dashboard, you can manage your resource by ciicking on your resource name.

Name: Neuroscience Information Framework

URL http:/ineuinfo.org

Resources . (ofal72d resources)
Sort By: Resource 1D _[+][“Descending HFillerBy: Al [] contains EEGbase H kd@[1[z]of 1 B>

D Short Name/Full Name DISCO File Services
Local Remote SiteMap LinkOut Interop. Schema Terminology News
30 30

1 nif-0000-08190 EEGbase
Results per page 20 [~|

Figure 15: NIF - DISCO dashboard.

7.6.2 Level 2
Level 2 uses an XML-based script to provide a wrapper to a web site that allows

NIF to search for key details about the web site and some information about
dynamic content. The advantage of level 2 registration is that the content is
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dynamically updated from our source file, ensuring that all content is up-to-date.

7.6.3 Level 2.5

For resources registered with DISCO Web Interoperation, NIF developers may
be able to create data views to extract LinkOut data for that resource. The Data
Federation provides the ability to drill down into individual databases and data
sets and returns relevant content. The NIF works with the following types of
resources:

e Database with query API

e Database with web service

e Database dump

e XML data

e Structured web pages without API (e.g., HTML)

e Unstructured data files in several formats (Excel, CSV, PDF, etc.)

e RDF (Resource Description Framework) [61]

The NIF is then able to harvest information (e.g. experiments and scenarios)
using implemented services every month and keep these sets of information up-
to-date. Fig. 16 shows the UML class diagram of our solution. Our aim is to
register EEG/ERP portal as a recognizable data source that can provide data in
the CSV output; authors generate CSV files using implemented services within
EEG/ERP portal. The input point of the harvesting mechanism is NIFMulti-
Controller called from the Web Browser. This controller transforms CSV files
containing experiments or scenarios into the output stream returned to the Web
Browser according to the input users request. The NIFMultiController using
CSVFactory which gets the set of Plain Old Java Object (POJO) objects (exper-
iments or scenarios) according to input users request and creates CSV file into
the output stream and returns to the Web Browser. Our research group has ob-
tained the registration at Level 2.5 which allows us to share our experiments and
scenarios within the NIF. Privacy and security of electronic health information
are guaranteed. [62)]

7.6.4 Level 3

Level 3 integration utilizes a data integration framework to knit independently
maintained databases into a virtual data federation through registration of

39



(2) NIFMultiController
m) getScenariosCSVFile(HttpServletRequest, HttpServletResponse) ModelAndView
m) getExperimentsCSVFile(HttpServletRequest, HttpServietResponse) ModelAndView

1) CSVFactory
fﬁ:v generateScenariosCsvFile() OutputStream
fﬁ:v generateExperimentsCsvFile() OutputStream

() CSVULils !
|
|

() SimpleCSVFactory

riv generateScenariosCsvFile() OutputStream
riv generateExperimentsCsvFile() OutputStream
riv getHardware(Set <Hardware>) String
m) getDateOfBirth(Timestamp) String
m) getDomain() String
m) setDomain(String) void

Figure 16: UML diagram - NIF services.

schema information and database views with the NIF mediator. A concept
mapping tool is available to map tables, fields and values to the Neuroscience
Information Framework Standard ontology (NIFSTD). This ontology includes a
set of modular ontologies that provide a comprehensive collection of terminolo-
gies to describe neuroscience data and resources. Resource providers do not need
to change their resource in any way and may control the content that is exposed
to the NIF database mediator. Level 3 provides several advantages to resource
providers. The first advantage, the mapping to the NIF vocabularies, provides
the means to provide a standardized terminology and also to search through the
relationships contained in the NIF ontologies. The second advantage, data within
a source database can be combined with that from other databases by defining an
integrated view across databases. We cooperate with the NIF mediator and their
main goal is a full registration (Level 3) of the EEG/ERP portal as a recognizable
data source within the NIF portal. [62] [61]

7.6.5 Registration overview

Level 1 registration was completed. It provides information about the resource,
but does not provide direct access to dynamic content or to the structure of the
content. The EEG/ERP portal was registered as a neuroscience resource within
the NIF (Fig. 17). Fig. 17 shows resource "EEGbase” within the Registry tab
which contains basic information about our resource.

Level 2 and Level 2.5 registration were completed to provide direct access to im-
plemented services within EEG/ERP portal. Experiments and scenarios stored
in the EEG/ERP portal are available also within NIF. Fig. 18 shows our exper-
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NIFHome | myNIF | Neurolex | Search | RecommendaResource Login | Register | Tutorial | Help

search for (e.g., cerebelum, “pulvinar nucleus™)
\- IF EEGbase Q

- f 1 total results 5
Data (209) Displaying results 1 - 1 out of Source Options i
NIF Registry
Literature (423) EEGbase
Resource Type: database, data repository The registry tab shows the resources
I Registry (1) EEG base is asystem for storage and management of EEG/ERP resources - data, metadata, tools and materials careniviascedio NIeiied oo
Funding (0) related to EEG/ERP experiments. EEG base advances electrophysiology research by enabling access to public data, search. Clicking on a resource will take
tools and results of research groups. The sys... [more] you to the homepage of that resource.
Web (=) See full record: nif-0000-08190
Hide search filters
Resource Type [-]
Parent Organization [+]
Organism [+]
Supporting Agency [+]

Login or create an account to
save searches!

Figure 17: NIF Registry - EEG/ERP portal.

iments within the Data tab which contains experiments and scenarios. Privacy
and security of electronic health information are guaranteed. All data and meta-
data are anonymous. All of the tested subjects signed that they agree with the
conditions of the experiment and with the sharing of their EEG/ERP data. [62]
The following data and metadata were shared within NIF:

e measured subject (gender, date of birth)

e experiment data

e used hardware

e used scenario (scenario title, description, length, source file)

e other parameters of the experiment (length of recording) [62]

7.7 Other tools

7.7.1 NeuroElectro
This project3! deals with the organizing information on cellular neurophysiol-
ogy. Specifically, project is focused on extracting information about the electro-
physiological properties (e.g. resting membrane potentials and membrane time
constants) of diverse neuron types from the existing literature and place it into

3lhttp:/ /neuroelectro.org/
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NFHome | myNF | Neurolex | Search | RecommendaResource Login | Register | Tutorial | Help

search for (e.g.. cerebelum, “pulvinar nucleus”)
\- I E EEGbase Q

Data (209) EEGbase:EEG [ | source opions |

I EEGbase (109)

EEGbase provices information related to EEGERP research, including data, tools and resources.

Lierature (423) More Information on EEGbase

Registry (1)
Displaying results 81 - 100 outof 109 total results.
Funding (0)
Web () Subject 1% | Scenario Title , 4| Gender % | YearofBirth . _ |Experimental | $|LengthOf % |Description =
Hardware Recording
EEGbase_subject | p300 number male 1978 BlueEEGcap |30 minutes sequence of numbers targets and not targets
Current search filters _person_10 sequence
Year of birth:Ascending i EEGbase_subject |Loss of Working | female 1978 RedEEGCap  |10minutes Subjectis waching at movie with 1st person view from
_person_81 Memory (Train) train cabine. Three LEDs are flashing atthe botiom
Hide search filters {more]
S EEGbase_subject |Steacy State 3Hz |female 1978 Brain Vision 10 minutes Flashing LED with 3Hz
Subject [+] - ?
_person_8 AmplifierRed EEG s
Cap 5
Gender [+] 7}
EEGbase_subject |Steacy State 3Hz |female 1978 Brain Vision 10 minutes Flashing LED with 3Hz
Experimental Hardware [+] _person_81 AmplifierRedEEG
Cap 5
5
Scenario Title [+] EEGbase_subject |P3LED D,TN) |female 1978 Brain Vision 20 minutes Classic oddball experiment §
_person_130 AmplifierRed EEG 9
Length of recording [+] Cap Brain Vision -
Data Exchange
Description [+] EEGbase_subject |LossofWorking | female 1978 RedEEGCap  |10minutes Subjectis waching at movie with 1st person view from 6
_person_81 Memory (Train) train cabine. Three LEDs are flashing atthe botiom v
[more]
Login or create an account to - =
save searches! EEGbase_subject |Steady State 5Hz |female 1978 Brain Vision 10 minutes Flashing LED with 5Hz. =
_person_79 AmplifierRed EEG B
Cap a

Figure 18: Data - EEG/ERP portal.

a centralized database. Project goal is to facilitate the discovery of neuron-to-
neuron relationships and better understand the role of diversity across neuron
types. The database and website are still in development [63].

7.7.2 OpenElectrophy

OpenElectrophy?? is a python module for electrophysiology data analysis (intra-
and extra-cellular). OpenElectrophy is build on top of Neo [64] :

e [t includes the powerful Neo IO that can read a quantity of data formats
(Plexon, NeuroExplorer, Spike2, TDT, Axon, BlackRock, ...)

e neo object ready for analyses (AnalogSignal, SpikeTrain, RecordingChan-
nel, Segment, Block, ...)

But OpenElectrophy also provide:

e A GUI for exploring dataset.
e A complete off-line spike-sorting tool chain = GUI and/or command line.

e A time-frequency toolbox = fast wavelet scalogram plotting + transient
oscillation in LFP detection.

32http:/ /neuralensemble.org/OpenElectrophy/
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e Viewers for neo objects.

e A database for storage. [64]
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8 Conclusion

This work briefly describes the current Semantic Web (W3C standards, projects,
ontologies), our research group, current biomedical ontologies, terminologies, data
formats and tools. It proposes a complex summary of available ontologies and
best practises of their creating. The main challenge of this work was to get
acquainted with ontologies from biomedical environment and best ontology prac-
tices outlined by the OBO Foundry, including reuse of existing terms, ontologies,
modularity, orthogonality, human-readable annotations and use of the BFO as
an upper ontology and the OBI as a mid-level ontology. It is common to coop-
erate with community of researchers who design and create ontologies (EPhys
ontology workgroup, NIF). This work brought the summary of current state of
the electrophysiological domain (MINI, NEMO, EEG/ERP portal), innovations
in strategies for combining ontologies (e.g. MIREOT), and the simple format for
collecting and exchanging metadata (odML). The web-based systems providing
access to a library of biomedical ontologies and terminologies in electrophysiology
and neurophysiology (NIF, BioPortal, Ontobee, OntoFox and Ontology Lookup
Service) are described in this work.

8.1 Current state in EPhys ontology workgroup

The device branch terminology is built upon existing ontologies related to neu-
rophysiological experiments or investigation, namely the OBI and the NEMO.
Existing terms have been imported using the MIREOT format and the web ser-
vice Ontofox. The granularity of the ontology has been extended using the odML
terminology and terms from the EEG/ERP portal. To test the ontology, the
group created a simple knowledge base to describe the content of the EEG/ERP
portal. [31]

8.2 Current state in the EEG/ERP portal

The EEG/ERP portal contains over 200 experiments. The experiment dealing
with visual cortex of mice (Visual evoked potential measurement) is performed at
the Department of Pathophysiology of the Faculty of Medicine using our devices
(stimulator, BrainAmp amplifier), but the measured data and metadata are not
stored in the EEG/ERP portal. It is necessary to define the terminology and
to design and create ontology for this experiment. EEG/ERP data model is
necessary to be updated within the EEG/ERP portal on the base of the proposed
terminology and ontologies. In conclusion, the knowledge base has to be created
for EEG/ERP experiments.

44



8.3 Aims of Ph.D. Thesis

e Define the terminology for EEG/ERP experiments (including the experi-
ment dealing with Visual cortex of mice).

e Design and create ontologies for describing metadata for EEG/ERP exper-
iments (including the experiment dealing with Visual cortex of mice).

e Create the knowledge base (RDF triple graph) for EEG/ERP experiments.

e Implement a process for obtaining metadata in the EEG/ERP laboratory
and a storage for existing and proposed ontologies.

e Update the data model of the EEG/ERP portal using existing and proposed
ontologies.

e Verify the proposed solution within the EEG/ERP portal.
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World Wide Web Consortium
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A Appendix - Minimum Information about a
Neuroscience Investigation for Electrophysi-

ology

The checklist is completely overtaken from [23].

1. General features

Data and time - The date and time on which the work described
was initiated given in the ISO:8601 representation. YYYY-MM-
DDThh:mm:ss

Responsible person or role - The (stable) primary contact person for
this data set; this could be the experimenter, lab head, line manager
etc. Where responsibility rests with an institutional role (e.g. one of
a number of duty officers) rather than a person, give the official name
of the role rather than any one person. In all cases give affiliation
and stable contact information, which consists of (i) Name, (ii) Postal
address and (iii) Email address.

FExperimental context - The name of the project, study or wider inves-
tigation of which the ”experiment” is a part (if appropriate).

Electrophysiology type - The type of electrophysiology recording re-
ported as "extra cellular” or ”intra cellular”.

2. Study subject - derived from Minimum information about a microarray
experiment (MIAME) 1.1 [65].

Genus - The genus classification of the study subject according to the
NCBI taxonomy classification.

Species - The species classification of the study subject according to
the NCBI taxonomy classification.

Strain - The strain, genetic variant classification of the study subject,
if appropriate.

Cell line - The identifier for the immortalised cell line, if appropriate.

Genetic characteristic - The genotype of the study stubject. Genetics
characteristics include polymorphisms, disease alleles and haplotypes.

Genetic variation - The genetic modification introduced in addition
to strain, if appropriate.

Disease state - The name of the pathology diagnosed in the subject.
The disease state is "normal” if no disease state has been diagnosed.
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Clinical information - A link, summary or reference to additional clin-
ical information, if appropriate.

e Sex - The sex of the subject, in terms of either male, female or
hermaphrodite.

e Age - The time period elapsed since an identifiable point in the life
cycle of an organism. If a developmental stage is specified the iden-
tifiable point would be the beginning of that stage. Otherwise the
identifiable point must be specified.

e Development stage - The developmental stage of the study subjects
life cycle.

o Subject label - If the subject has been chemically labeled or stained;
state the label name.

e Subject identifier - The type and value of the identifier assigned to the
subject.

— Type - The type and value of the identifier assigned to the sub-
ject. For example, vendor or patient identifier. For patients, the
identifier must be approved by an Institutional Review Board or
appropriate body.

— Value - The unique string which corresponds to the identifier type.

e Associated subject details - The organisation (e.g vendor) or individual
responsible for the subject.

e Preparation protocol - The surgical procedure or the preparation pro-
tocol implemented to obtain the specific sample for recording.

e Preparation date - The date the surgical procedure or the preparation
protocol was performed to obtain the specific sample for recording.
Given in the ISO:8601 representation. YYYY-MM-DDThh:mm:ss

3. Recording Location

e Location structure - The anatomical part or structure of the subject
under investigation or recorded from. For example brain or cell culture.

e Brain area - If the anatomical structure under study from
3.(Location  structure) is the brain then state the loca-
tion. If the anatomical structure under study is the mam-

malian brain then state the location using Neuronames.
(http://braininfo.rprc.washington.edu/aboutfolder /aboutbi.html).

e Slice thickness - The thickness of the recording slice in millimeters.

e Slice orientation - State the planes of the slice, in terms of either i)
coronal (width ways), ii) saggital (lengthways parallel to midline) or
iii) tangential (lengthways perpendicular to midline).
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o (ell type

— Target cell type - The cell type of the anatomical structure given
in 3. (Location structure) under investigation if non mixed. If
mixed the target cell type should be provided.

— Confirmed cell type - Reported as "anatomy confirma-
tion”,” estimation” or chemical label (this includes antibodies and
staining). Additional information such as recordings or image files

which also confirm the location can be referenced here.
4. Task - if appropriate

Protocol - A description of the task protocol undertaken by the subject.

Sensory conditions - The sensory conditions during the task protocol.

Equipment - The Model Name, Model Number and Manufacturer for
equipment used in the task protocol.

Recording - If the task is recorded state how and what data types are
being recorded.

5. Stimulus - if appropriate
e Protocol - A description of the stimulus protocol undertaken by the

subject.

e Sensory conditions - The sensory conditions during the stimulus pro-
tocol.

e Solutions - Description of the solutions used in terms of name, com-
ponents with concentrations,(if appropriate).

e FEquipment - The Model Name, Model Number and Manufacturer for
specialised equipment used during the stimulus protocol.

e Recording - If the stimulus is recorded state how and what data types
are being recorded.

6. Behavioral event - if appropriate

e Fvent - A description of the behavioural event observed.

o Fquipment - The equipment use to record the behavioural event, if
recorded in terms of The Model Name, Model Number and Manufac-
turer.

e Recording - The type of recording of the behavioural event, the file
format and the format encoding.

7. Recording
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e Protocol - A description of the recording protocol.

e Conditions - The subject conditions during the recording. Invivo or
invitro preparation If invivo was it anathematised or awake? If awake
what was the stimulus condition.

e (Containing device - Containing device temperature of the subject or
sample (for example, a bath): Include temperature if appropriate.

e Solutions - Description of the solutions used in terms of name, com-
ponents with concentrations,(if appropriate).

e Solution flow speed - The flow speed of the solution described in terms
of ml/min.

o Fquipment
— Flectrode - The type of electrode and the Model Name, Model
Number and Manufacturer for specialised equipment.

— FElectrode configuration - The configuration or arrangement of the
electrode. For example, a 2-dimensional array. Also state the
distance between each electrode. If the study uses voltage clamp in
a patch configuration, state the access resistance (the resistance of
the cell membrane, which is in series with the electrode resistance).

— FElectrode impedance - The electrode range or impedance of the
electrode.

— Amplifier - The Model Name, Model Number and Manufacturer
of the amplifier.

— Filter - The Model Name, Model Number and Manufacturer of
the filter.

— Filter setting - The settings or the parameters of the filter.

— Recorder - The Model Name, Model Number and Manufacturer
of the recorder.

8. Time series data
e Data format - The name of the data format of the time series data
and specific encoding. For example, ASCII or binary encoding.
e Sampling Rate - The sampling rate of the recording.

e File location - The time series file location should be made available
when the experiment is published, for example, using a Uniform Re-
source Identifier (URI) or a Digital Object Identifier (DOI). (Note
this will be achieved automatically via submission to the CARMEN
system).
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B Appendix - EEGbase terminology

1. Experiment - When the experiment may be affected by surrounding condi-
tions experimenters need to describe an environment and conditions where
the experiment takes place. It includes weather, time of the day, environ-
ment note and temperature. [66]

o Start time

End time

Temperature
e Fnuvironment note
o Weather
2. Analysis - The signal is analyzed using various techniques. The most often
technique is averaging. The ontology describes the technique of analyzing
the EEG/ERP signal. It includes the length of the pre- and post-stimuli
part of the signal, the number of epochs or the verbal description of signal
processing procedure. [66]
e FEpoch number
o Prestimulus time
e Poststimulus time
3. Digitization - Before the data from electrodes are stored, they are digital-
ized using an analogue-digital converter. This conversion is influenced by
the set of parameters as filtration, sampling frequency and band-pass. The
conditions of such digitalization process are described using the ontology
as well. [66]
o Gain
o Filter
e Sampling rate
4. Electrode - The brain activity is measured by the set of electrodes putted

on the tested subject scalp. The proposed ontology describes their type,
impedance, location, the used system and their fixation. [66]

e [mpedance

System description image

Fization

Location
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o Type

5. Stimulus - The experiment contains a set of stimuli. The stimuli types are
defined for each scenario. [66]

o Type

6. Scenario - This scenario includes information about video, pictures on the
computer screen, or sound sloughed off into the headphone, or information
about the instructions that the tested subject received when the experiment
started. [66]

o Title

e Description

e Scenario length
o MIME type

7. Person (Tested subject, Experimenter) - Information about the tested
subject or experimenter are stored (Laterality - left or right handed, Edu-
cation, Date of birth, Gender, Diseases, Drugs, Optional note). [66]

e (fiven name

e Surname

e Date of birth
o Gender

o Fmail

e Phone number
e Person Note
o Authority

e Disease

e Fducation level
e Laterality

e Note

61



8. Hardware (Amplifier, EEG cap) - During the experiments various hard-
ware equipment may be used. The description of the used hardware should
be stored. We propose to store the type, producer and the serial number
of the used hardware. [66]

o Title
o Type
e Description
9. Software (BrainVision Recorder 1.2, Presentation 16.3) - The ex-
periment is usually performed using supporting software equipment. This

software includes software for running an experimental scenario or software
for digitalizing data from electrodes. [66]
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